
Ultrashort Laser Pulse Phenomena

Fundamentals, Techniques and Applications
on a Femtosecond Time Scale

Jean-Claude Diels and Wolfgang Rudolph

February 18, 2024



ii



Contents

1 Fundamentals 3
1.1 Characteristics of femtosecond light pulses . . . . . . . . . . . . 3

1.1.1 Representation of the electric field in the time and the fre-
quency domain . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.2 Power, energy, and related quantities . . . . . . . . . . . . 12
1.1.3 Pulse duration and spectral width . . . . . . . . . . . . . 13
1.1.4 Gaussian pulses . . . . . . . . . . . . . . . . . . . . . . . 15
1.1.5 Wigner distribution, second order moments, uncertainty

relations . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 Pulse propagation . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.2.1 The reduced wave equation . . . . . . . . . . . . . . . . . 25
1.2.2 Retarded frame of reference . . . . . . . . . . . . . . . . 30
1.2.3 Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.2.4 Gaussian pulse propagation . . . . . . . . . . . . . . . . 36
1.2.5 Complex dielectric constant . . . . . . . . . . . . . . . . 40

1.3 Linear optical elements . . . . . . . . . . . . . . . . . . . . . . . 44
1.4 Generation of phase modulation . . . . . . . . . . . . . . . . . . 46
1.5 Beam propagation . . . . . . . . . . . . . . . . . . . . . . . . . . 47
1.6 Analogy between pulse and beam propagation . . . . . . . . . . . 49

1.6.1 Time analogy of the paraxial (Fresnel) approximation . . . 49
1.6.2 Time analogy of the far-field (Fraunhofer) approximation . 50
1.6.3 Analogy between spatial and temporal imaging . . . . . . 51

1.7 Gaussian beams and Gaussian pulses . . . . . . . . . . . . . . . . 54
1.7.1 Gaussian beams . . . . . . . . . . . . . . . . . . . . . . . 54
1.7.2 Gaussian pulses . . . . . . . . . . . . . . . . . . . . . . . 57
1.7.3 Matrices for the complex beam and pulse parameters . . . 58

1.8 Space–time effects in non-dispersive media . . . . . . . . . . . . 62
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

iii



iv CONTENTS

2 Femtosecond Optics 69
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.2 White light and short pulse interferometry . . . . . . . . . . . . . 70
2.3 Dispersion of interferometric structures . . . . . . . . . . . . . . 78

2.3.1 Mirror dispersion . . . . . . . . . . . . . . . . . . . . . . 78
2.3.2 Fabry-Perot and Gires-Tournois interferometer . . . . . . 81
2.3.3 Chirped mirrors . . . . . . . . . . . . . . . . . . . . . . . 88

2.4 Focusing elements . . . . . . . . . . . . . . . . . . . . . . . . . 90
2.4.1 Singlet lenses . . . . . . . . . . . . . . . . . . . . . . . . 90
2.4.2 Space-time distribution of the pulse intensity at the focus

of a lens . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
2.4.3 Achromatic doublets . . . . . . . . . . . . . . . . . . . . 98
2.4.4 Focusing mirrors . . . . . . . . . . . . . . . . . . . . . . 100

2.5 Elements with angular dispersion . . . . . . . . . . . . . . . . . . 101
2.5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 101
2.5.2 Tilting tilt of pulse fronts of pulse fronts . . . . . . . . . . 103
2.5.3 GVD through angular dispersion!angular dispersion — Ge-

neral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
2.5.4 GVD of a cavity containing a single prism dispersion!prism 109
2.5.5 Group velocity control with pairs of prisms ixdispersion

!prism . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
2.5.6 GVD introduced by gratings gratings . . . . . . . . . . . 119
2.5.7 Grating pairs for pulse compressors . . . . . . . . . . . . 121
2.5.8 Combination of focusing and angular dispersive elements 122

2.6 Wave-optical description . . . . . . . . . . . . . . . . . . . . . . 126
2.7 Optical matrices optical matrix for dispersive systems . . . . . . . 131
2.8 Numerical approaches . . . . . . . . . . . . . . . . . . . . . . . 137
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

3 Semi-Classical 147
3.1 Light-electron interaction . . . . . . . . . . . . . . . . . . . . . . 148

3.1.1 Free electrons after tunnel ionization . . . . . . . . . . . . 148
3.1.2 Steady state limit: the Drude model . . . . . . . . . . . . 154

3.2 Transitions with bound electrons . . . . . . . . . . . . . . . . . . 155
3.2.1 Introduction: the classical oscillator and Maxwells equations155

3.3 Semi-classical approach to light matter interaction . . . . . . . . . 156
3.3.1 Adiabatic approximation; multiphoton Bloch model . . . 161
3.3.2 Optimizing harmonic conversion . . . . . . . . . . . . . . 164
3.3.3 Coherent Raman scattering . . . . . . . . . . . . . . . . . 165
3.3.4 Single photon coherent propagation . . . . . . . . . . . . 166



CONTENTS v

3.4 From transient to stationary interaction . . . . . . . . . . . . . . . 169
3.4.1 Rate equations . . . . . . . . . . . . . . . . . . . . . . . 169
3.4.2 Steady-state approximation: linear and nonlinear optics . . 170

3.5 Small motions at the bottom of the sphere . . . . . . . . . . . . . 171
3.6 Light-molecule interaction . . . . . . . . . . . . . . . . . . . . . 173

3.6.1 Rigid rotator model . . . . . . . . . . . . . . . . . . . . . 173
3.6.2 Oscillator Model of Diatomic Molecules . . . . . . . . . 174
3.6.3 Nonrigid rotator Model of Diatomic Molecules . . . . . . 175
3.6.4 Molecular alignment by linearly polarized laser field . . . 176
3.6.5 Orientational index of refraction . . . . . . . . . . . . . . 181

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

4 Neo-classical Light–Matter Interaction 185
4.1 Non-instantaneous response . . . . . . . . . . . . . . . . . . . . 186
4.2 Pulse propagation . . . . . . . . . . . . . . . . . . . . . . . . . . 188
4.3 Second harmonic generation (SHG) . . . . . . . . . . . . . . . . 191

4.3.1 Type I second harmonic generation . . . . . . . . . . . . 191
4.3.2 Second harmonic type II: equations for arbitrary phase mis-

match and conversion efficiencies . . . . . . . . . . . . . 198
4.3.3 Pulse shaping in second harmonic generation (type II) . . 201
4.3.4 Group velocity control in SHG through pulse front tilt . . 203

4.4 Optical parametric interaction . . . . . . . . . . . . . . . . . . . 207
4.4.1 Coupled field equations . . . . . . . . . . . . . . . . . . 207
4.4.2 Synchronous pumping . . . . . . . . . . . . . . . . . . . 208
4.4.3 Chirp amplification . . . . . . . . . . . . . . . . . . . . . 209

4.5 Third order susceptibility . . . . . . . . . . . . . . . . . . . . . . 210
4.5.1 Fundamentals . . . . . . . . . . . . . . . . . . . . . . . . 210
4.5.2 Short samples with instantaneous response . . . . . . . . 213
4.5.3 Short samples and non-instantaneous response . . . . . . 215
4.5.4 Counter-propagating pulses and third-order susceptibility . 217

4.6 Continuum generation . . . . . . . . . . . . . . . . . . . . . . . 219
4.7 Self-focusing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

4.7.1 Critical power . . . . . . . . . . . . . . . . . . . . . . . . 222
4.7.2 The nonlinear Schrödinger equation . . . . . . . . . . . . 225

4.8 Beam trapping and filaments . . . . . . . . . . . . . . . . . . . . 226
4.8.1 Beam trapping . . . . . . . . . . . . . . . . . . . . . . . 226
4.8.2 Ultra-short pulse self focusing . . . . . . . . . . . . . . . 229

4.9 Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233



vi CONTENTS

5 Semi-quantum Light-matter Interaction 239
5.1 Short review of Quantum Mechanics . . . . . . . . . . . . . . . . 239

5.1.1 Wigner distribution and particle-wave duality . . . . . . . 239
5.1.2 Uncertainty principle applied to interferometers . . . . . . 240
5.1.3 The ubiquitous Schrödinger equation . . . . . . . . . . . 241

5.2 Hermitian versus non-Hermitian “interlude” . . . . . . . . . . . . 242
5.3 From the classical to quantum harmonic oscillator . . . . . . . . . 247

5.3.1 The mechanical oscillator . . . . . . . . . . . . . . . . . 247
5.3.2 The harmonic oscillator — connection with optics . . . . 248
5.3.3 Going Quantum . . . . . . . . . . . . . . . . . . . . . . . 249

5.4 Squeezing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
5.4.1 Squeezed vacuum states . . . . . . . . . . . . . . . . . . 255
5.4.2 Measuring squeezed states . . . . . . . . . . . . . . . . . 257
5.4.3 Squeezed states and shot noise in a passive interferometer 259
5.4.4 Producing squeezed states . . . . . . . . . . . . . . . . . 260

5.5 Solitons in time . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
5.5.1 Mechanism of pulse compression by propagation . . . . . 265
5.5.2 The 1D nonlinear Schrödinger equation . . . . . . . . . . 267
5.5.3 The first order soliton . . . . . . . . . . . . . . . . . . . . 269
5.5.4 Stability of solitons . . . . . . . . . . . . . . . . . . . . . 276

5.6 Other type of soliton: the “2π” pulse . . . . . . . . . . . . . . . . 278
5.6.1 Comparison between “2π” pulses and solitons . . . . . . . 280

5.7 Quantum Solitons . . . . . . . . . . . . . . . . . . . . . . . . . . 284
5.7.1 Kerr Effect . . . . . . . . . . . . . . . . . . . . . . . . . 284
5.7.2 The quantum nonlinear Schrödinger equation . . . . . . . 286
5.7.3 Soliton squeezing experiment in fibers . . . . . . . . . . . 288
5.7.4 Experiments in fiber involving soliton collision . . . . . . 288

5.8 Noise measurements and cancelation . . . . . . . . . . . . . . . . 289
5.8.1 Phase, frequency noise and power spectral density . . . . 289
5.8.2 Shot noise . . . . . . . . . . . . . . . . . . . . . . . . . . 290
5.8.3 Noise in Intracavity Phase Interferometry . . . . . . . . . 291

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293

6 Ultrashort Sources I - Fundamentals 299
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

6.1.1 Superposition of cavity modes . . . . . . . . . . . . . . . 299
6.1.2 Cavity modes and modes of a mode-locked laser . . . . . 302
6.1.3 The “perfect” mode-locked laser . . . . . . . . . . . . . . 305
6.1.4 The “common” mode-locked laser . . . . . . . . . . . . . 307
6.1.5 Basic elements and operation of a fs laser . . . . . . . . . 313



CONTENTS vii

6.2 Circulating pulse model . . . . . . . . . . . . . . . . . . . . . . . 315
6.2.1 General round-trip model . . . . . . . . . . . . . . . . . . 315
6.2.2 Continuous model . . . . . . . . . . . . . . . . . . . . . 316
6.2.3 Elements of a numerical treatment . . . . . . . . . . . . . 320
6.2.4 Elements of an analytical treatment . . . . . . . . . . . . 322

6.3 Evolution of the pulse energy . . . . . . . . . . . . . . . . . . . . 325
6.3.1 Rate equations for the evolution of the pulse energy . . . . 326
6.3.2 Connection of the model to microscopic parameters . . . . 332

6.4 Pulse shaping in intracavity elements . . . . . . . . . . . . . . . . 335
6.4.1 Saturation . . . . . . . . . . . . . . . . . . . . . . . . . . 336
6.4.2 Nonlinear non-resonant elements . . . . . . . . . . . . . 338
6.4.3 Self-lensing . . . . . . . . . . . . . . . . . . . . . . . . . 341
6.4.4 Summary of compression mechanisms . . . . . . . . . . . 343
6.4.5 Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . 344

6.5 Cavities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345
6.5.1 Cavity modes and ABCD-matrix analysis . . . . . . . . . 345
6.5.2 Astigmatism and its compensation . . . . . . . . . . . . . 348
6.5.3 Cavity with a Kerr-lens . . . . . . . . . . . . . . . . . . . 352

6.6 Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 358

7 Ultrashort Sources II - Examples 361
7.1 Synchronous mode-locking . . . . . . . . . . . . . . . . . . . . . 361
7.2 Hybrid mode-locking . . . . . . . . . . . . . . . . . . . . . . . . 365
7.3 Additive pulse mode-locking . . . . . . . . . . . . . . . . . . . . 366

7.3.1 Generalities . . . . . . . . . . . . . . . . . . . . . . . . . 366
7.3.2 Analysis of APML . . . . . . . . . . . . . . . . . . . . . 367

7.4 Mode-locking based on non-resonant nonlinearity . . . . . . . . . 369
7.4.1 Nonlinear mirror . . . . . . . . . . . . . . . . . . . . . . 369
7.4.2 Polarization Rotation . . . . . . . . . . . . . . . . . . . . 372

7.5 Negative feedback . . . . . . . . . . . . . . . . . . . . . . . . . . 372
7.6 Semiconductor-based saturable absorbers . . . . . . . . . . . . . 376
7.7 Solid State Lasers . . . . . . . . . . . . . . . . . . . . . . . . . . 378

7.7.1 Generalities . . . . . . . . . . . . . . . . . . . . . . . . . 378
7.7.2 Ti:sapphire laser . . . . . . . . . . . . . . . . . . . . . . 380
7.7.3 Cr:LiSAF, Cr:LiGAF, Cr:LiSGAF and Alexandrite . . . . 385
7.7.4 Cr:Forsterite and Cr:Cunyite lasers . . . . . . . . . . . . . 386
7.7.5 YAG lasers . . . . . . . . . . . . . . . . . . . . . . . . . 389
7.7.6 Nd:YVO4 and Nd:YLF . . . . . . . . . . . . . . . . . . . 391

7.8 Semiconductor and dye lasers . . . . . . . . . . . . . . . . . . . 391



viii CONTENTS

7.8.1 Dye lasers . . . . . . . . . . . . . . . . . . . . . . . . . . 392
7.8.2 Semiconductor lasers . . . . . . . . . . . . . . . . . . . 395

7.9 Fiber lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399
7.9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 399
7.9.2 Raman soliton fiber lasers . . . . . . . . . . . . . . . . . 400
7.9.3 Doped fiber lasers . . . . . . . . . . . . . . . . . . . . . 400
7.9.4 Mode-locking through polarization rotation . . . . . . . . 402
7.9.5 Figure-eight laser . . . . . . . . . . . . . . . . . . . . . . 405

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 408

8 Femtosecond Pulse Amplification 421
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421
8.2 Fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 422

8.2.1 Gain factor and saturation . . . . . . . . . . . . . . . . . 422
8.2.2 Shaping in amplifiers . . . . . . . . . . . . . . . . . . . . 426
8.2.3 Amplified spontaneous emission (ASE) . . . . . . . . . . 430

8.3 Nonlinear refractive index effects . . . . . . . . . . . . . . . . . . 432
8.3.1 General . . . . . . . . . . . . . . . . . . . . . . . . . . . 432
8.3.2 Self-focusing . . . . . . . . . . . . . . . . . . . . . . . . 434
8.3.3 Thermal noise . . . . . . . . . . . . . . . . . . . . . . . . 436
8.3.4 Combined pulse amplification and chirping . . . . . . . . 437

8.4 Chirped pulse amplification (CPA) . . . . . . . . . . . . . . . . . 438
8.5 Amplifier design . . . . . . . . . . . . . . . . . . . . . . . . . . 440

8.5.1 Gain media and pump pulses . . . . . . . . . . . . . . . . 440
8.5.2 Amplifier configurations . . . . . . . . . . . . . . . . . . 442
8.5.3 Single-stage, multi-pass amplifiers . . . . . . . . . . . . . 444
8.5.4 Regenerative amplifiers . . . . . . . . . . . . . . . . . . . 446
8.5.5 Travelling wave amplification . . . . . . . . . . . . . . . 448

8.6 Parametric chirped pulse amplification (OPCPA) . . . . . . . . . 451
8.7 Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 454
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 456

9 Pulse Shaping 461
9.1 Pulse compression . . . . . . . . . . . . . . . . . . . . . . . . . 461

9.1.1 General . . . . . . . . . . . . . . . . . . . . . . . . . . . 461
9.1.2 The fiber compressor . . . . . . . . . . . . . . . . . . . . 465
9.1.3 Pulse compression using bulk materials . . . . . . . . . . 477

9.2 Shaping through spectral filtering . . . . . . . . . . . . . . . . . . 479
9.3 Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 483



CONTENTS ix

10 Diagnostic Techniques 487
10.1 Intensity correlations . . . . . . . . . . . . . . . . . . . . . . . . 487

10.1.1 General properties . . . . . . . . . . . . . . . . . . . . . 487
10.1.2 The intensity autocorrelation . . . . . . . . . . . . . . . . 488
10.1.3 Intensity correlations of higher order . . . . . . . . . . . . 489

10.2 Interferometric correlations . . . . . . . . . . . . . . . . . . . . . 489
10.2.1 General expression . . . . . . . . . . . . . . . . . . . . . 489
10.2.2 Interferometric autocorrelation . . . . . . . . . . . . . . . 491

10.3 Measurement techniques . . . . . . . . . . . . . . . . . . . . . . 495
10.3.1 Nonlinear optical processes for measuring

fs pulse correlations . . . . . . . . . . . . . . . . . . . . 495
10.3.2 Recurrent signals . . . . . . . . . . . . . . . . . . . . . . 496
10.3.3 Single shot measurements . . . . . . . . . . . . . . . . . 498

10.4 Pulse amplitude and phase reconstruction . . . . . . . . . . . . . 502
10.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 502
10.4.2 Methods for full-field characterization of ultrashort light

pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 504
10.4.3 Retrieval from correlation and spectrum . . . . . . . . . . 505
10.4.4 Frequency-resolved optical gating (FROG) . . . . . . . . 509
10.4.5 Spectral phase interferometry for direct electric-field re-

construction (SPIDER) . . . . . . . . . . . . . . . . . . . 513
10.5 Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 514
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 516

11 Measurement Techniques 521
11.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 521
11.2 Data deconvolutions . . . . . . . . . . . . . . . . . . . . . . . . . 523
11.3 Beam geometry and temporal resolution . . . . . . . . . . . . . . 524
11.4 Transient absorption spectroscopy . . . . . . . . . . . . . . . . . 527
11.5 Transient polarization rotation . . . . . . . . . . . . . . . . . . . 530
11.6 Transient grating techniques . . . . . . . . . . . . . . . . . . . . 532

11.6.1 General technique . . . . . . . . . . . . . . . . . . . . . 532
11.6.2 Degenerate four-wave mixing (DFWM) . . . . . . . . . . 534

11.7 Femtosecond resolved fluorescence . . . . . . . . . . . . . . . . 537
11.8 Photon echoes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 540
11.9 Zero-area pulse propagation . . . . . . . . . . . . . . . . . . . . 543
11.10Impulsive stimulated Raman scattering . . . . . . . . . . . . . . . 547

11.10.1 General description . . . . . . . . . . . . . . . . . . . . . 547
11.10.2 Detection . . . . . . . . . . . . . . . . . . . . . . . . . . 548
11.10.3 Theoretical framework . . . . . . . . . . . . . . . . . . . 550



x CONTENTS

11.10.4 Single pulse shaping versus mode-locked train . . . . . . 552
11.11Self-action experiments . . . . . . . . . . . . . . . . . . . . . . . 554
11.12Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 555
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 557

12 Ultrafast Processes in Matter 561
12.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 561
12.2 Ultrafast transients in atoms . . . . . . . . . . . . . . . . . . . . 562

12.2.1 The classical limit of the quantum mechanical atom . . . . 562
12.2.2 The radial wave packet . . . . . . . . . . . . . . . . . . . 562
12.2.3 The angularly localized wave packet . . . . . . . . . . . . 564

12.3 Ultrafast processes in molecules . . . . . . . . . . . . . . . . . . 565
12.3.1 Observation of molecular vibrations . . . . . . . . . . . . 565
12.3.2 Chemical reactions . . . . . . . . . . . . . . . . . . . . . 568
12.3.3 Molecules in solution . . . . . . . . . . . . . . . . . . . . 570

12.4 Ultrafast processes in solid state materials . . . . . . . . . . . . . 571
12.4.1 Excitation across the band gap . . . . . . . . . . . . . . . 571
12.4.2 Excitons . . . . . . . . . . . . . . . . . . . . . . . . . . 571
12.4.3 Intraband relaxation . . . . . . . . . . . . . . . . . . . . 572
12.4.4 Phonon dynamics . . . . . . . . . . . . . . . . . . . . . . 573
12.4.5 Laser-induced surface disordering . . . . . . . . . . . . . 573

12.5 Primary steps in photo-biological reactions . . . . . . . . . . . . 574
12.5.1 Femtosecond isomerization of rhodopsin . . . . . . . . . 574
12.5.2 Photosynthesis . . . . . . . . . . . . . . . . . . . . . . . 575

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 577

13 THz 591
13.1 THz generation based on nonlinear optics . . . . . . . . . . . . . 592
13.2 THz generation from a current surge . . . . . . . . . . . . . . . . 597

13.2.1 Biased photoconductive switches . . . . . . . . . . . . . 598
13.2.2 Two-color THz generation in plasmas . . . . . . . . . . . 598

13.3 Measurement of THz field transients . . . . . . . . . . . . . . . . 603
13.4 Examples of THz spectroscopy . . . . . . . . . . . . . . . . . . . 605

13.4.1 Rotational Spectroscopy . . . . . . . . . . . . . . . . . . 606
13.4.2 Time-resolved charge carrier dynamics . . . . . . . . . . 608

13.5 Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 609
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 610



CONTENTS xi

14 Selected Applications 613
14.1 Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 613

14.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 613
14.1.2 Range gating with ultrashort pulses . . . . . . . . . . . . 614
14.1.3 Imaging through scatterers . . . . . . . . . . . . . . . . . 617
14.1.4 Prospects for four-dimensional imaging . . . . . . . . . . 619
14.1.5 Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . 620

14.2 Solitons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 624
14.2.1 Temporal solitons . . . . . . . . . . . . . . . . . . . . . . 624
14.2.2 Spatial solitons and filaments . . . . . . . . . . . . . . . 626
14.2.3 Spatial and temporal solitons . . . . . . . . . . . . . . . . 631

14.3 Sensors based on fs lasers . . . . . . . . . . . . . . . . . . . . . . 632
14.3.1 Description of the operation . . . . . . . . . . . . . . . . 632
14.3.2 Inertial measurements (rotation and acceleration) . . . . . 636
14.3.3 Measurement of changes in index . . . . . . . . . . . . . 637

14.4 Stabilized mode-locked lasers for metrology . . . . . . . . . . . . 643
14.4.1 Measurement of the carrier to envelope offset (CEO) . . . 644
14.4.2 Locking of fs lasers to stable reference cavities . . . . . . 648

14.5 Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 650
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 652

A Phase Shifts 661
A.1 The symmetrical interface . . . . . . . . . . . . . . . . . . . . . 661
A.2 Coated interface between dielectrics . . . . . . . . . . . . . . . . 662
A.3 Matrix method . . . . . . . . . . . . . . . . . . . . . . . . . . . 664

A.3.1 The “S ” matrix . . . . . . . . . . . . . . . . . . . . . . . 664
A.3.2 The “M” matrix . . . . . . . . . . . . . . . . . . . . . . . 665
A.3.3 Calculating the multilayer transmission and reflection . . . 666

B Uncertainty Principle 667

C Prism pairs 669

D The role of space-time variables in the quantum nonlinear Schrödinger
equation 677
D.1 The retarded frame of reference . . . . . . . . . . . . . . . . . . 677
D.2 The running space coordinate . . . . . . . . . . . . . . . . . . . . 678



CONTENTS 1

E Semi-Quantum Complements 681
E.1 Link between commutator and uncertainty relation . . . . . . . . 681
E.2 If [X̂1, X̂2] = i, Then [N̂, ϕ̂] = i . . . . . . . . . . . . . . . . . . . 682
E.3 Link between commutator and uncertainty relation . . . . . . . . 682

F Slowly Evolving Wave Approximation 685
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 688



2 CONTENTS



Chapter 1

Fundamentals

1.1 Characteristics of femtosecond light pulses

Femtosecond light pulses are electromagnetic wave packets and as such are fully
described by the time and space dependent electric field. In the frame of a semi-
classical treatment the propagation of such fields and the interaction with matter are
governed by Maxwell’s equations with the material response given by a macrosco-
pic polarization. In this first chapter we will summarize the essential notations and
definitions used throughout the book. The pulse is characterized by measurable
quantities which can be directly related to the electric field. A complex represen-
tation of the field amplitude is particularly convenient in dealing with propagation
problems of electromagnetic pulses. The next section expands on the choice of
field representation.

1.1.1 Representation of the electric field in the time and the frequency
domain

Let us consider first the temporal dependence of the electric field neglecting its
spatial and polarization dependence, i.e., E(x,y,z, t) = E(t). A complete description
can be given either in the time or the frequency domain. Even though the measured
quantities are real, it is generally more convenient to use complex representation.
For this reason, starting with the real E(t), one defines the complex spectrum of the
field strength Ẽ(Ω), through the complex Fourier transform (F ):

Ẽ(Ω) = F {E(t)} =
∫ ∞

−∞

E(t)e−iΩtdt = |Ẽ(Ω)|eiΦ(Ω) (1.1)

In the definition (1.1), |Ẽ(Ω)| denotes the spectral amplitude and Φ(Ω) is the spectral
phase. Here and in what follows, complex quantities related to the field are typi-

3
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cally written with a tilde.
Since E(t) is a real function, Ẽ(Ω) = Ẽ∗(−Ω) holds. Given Ẽ(Ω), the time

dependent electric field is obtained through the inverse Fourier transform (F −1):

E(t) = F −1
{
Ẽ(Ω)

}
=

1
2π

∫ ∞

−∞

Ẽ(Ω)eiΩtdΩ (1.2)

The physical meaning of this Fourier transform is that a pulse can be created by
adding a number of waves of different frequency. To illustrate this point let us add
N = 2M +1 monochromatic fields of equal amplitude E0. Their frequencies Ωn are
equally spaced about a center frequency ω` and they have the same phase at t = 0,
where they add constructively. The total field

E(t) = E0 cos(ω`t) +E0

M∑
n=1

{cos[(ω` + n∆Ω)t] + cos[(ω` −n∆Ω)t]} (1.3)

after some algebra with trigonometric functions and geometric series, can be writ-
ten as

E(t) = E0

sin
(

N
2 ∆Ωt

)
sin

(
1
2∆Ωt

) cos(ω`t). (1.4)

This wave form is sketched in Fig. 1.1 for different numbers N of participating
monochromatic waves. We recognize wave packets (pulses) that occur with a pe-
riod TR independent of N. Their maxima can be expected when all waves add
constructively. Mathematically, this happens when the denominator in Eq. (1.4)
is zero, thus TR = 2π/∆Ω. The pulses have finite length τ because the different
spectral components eventually run out of phase after they all add in phase. For
the packet centered at t = 0 this happens when the argument of the sin function in
the numerator N∆Ωt/2 = π. Thus, τ = 2π/(N∆Ω). While details of these periodic
wave packets will be explained later we want to point out a few things here already.

• To form a single pulse, TR → ∞, we need a continuous spectrum, which
means for the frequency spacing ∆Ω→ 0.

• The length of the pulse is inversely proportional to N∆Ω, that is, the overall
spectral width covered by the participating waves.

• The rapid field oscillations are determined by the center frequency ω`, see
cos(ω`t) term in Eq. (1.4). They occur independently of the term in brackets,
which was responsible for the envelope of the pulse train and the repetition
period. Ramifications of this will become evident when we introduce the
carrier to envelope phase (CEP).
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Figure 1.1: Representation of a pulse as a sum of N cosine waves equally spaced in fre-
quency and of equal amplitude as described by Eqs. (1.3) and (1.4) for ∆Ω = 0.01Ω0. The
graphs for different N are shifted vertically for better visibility. Note the field amplitude is
divided by N and ∆ f = ∆Ω/2π.

For practical reasons it may not be convenient to use functions, which are non-
zero for negative frequencies, as needed in the evaluation of Eq. (1.2). Frequently
a complex representation of the electric field, also in the time domain, is desired.
Both aspects can be satisfied by introducing a complex electric field as

Ẽ+(t) =
1

2π

∫ ∞

0
Ẽ(Ω)eiΩtdΩ (1.5)

and a corresponding spectral field strength that contains only positive frequencies:

Ẽ+(Ω) = |Ẽ(Ω)|eiΦ(Ω) =

{
Ẽ(Ω) for Ω ≥ 0
0 for Ω < 0

(1.6)

Ẽ+(t) and Ẽ+(Ω) are related to each other through the complex Fourier transform
defined in Eq. (1.1) and Eq. (1.2), i.e.

Ẽ+(t) =
1

2π

∫ ∞

−∞

Ẽ+(Ω)eiΩtdΩ (1.7)
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and

Ẽ+(Ω) =

∫ ∞

−∞

Ẽ+(t)e−iΩtdt. (1.8)

The real physical electric field E(t) and its complex Fourier transform can be ex-
pressed in terms of the quantities derived in Eq. (1.7) and Eq. (1.8) and the cor-
responding quantities Ẽ−(t), Ẽ−(Ω) for the negative frequencies. These quantities
relate to the real electric field:

E(t) = Ẽ+(t) + Ẽ−(t) (1.9)

and its complex Fourier transform:

Ẽ(Ω) = Ẽ+(Ω) + Ẽ−(Ω) (1.10)

Alternate Approach: the Hilbert transform .
In communications, one looks for ways to separate channels. This can be made
by selecting different frequency bands with filters. Another approach is to separate
signals by an abrupt phase shift. Different channels correspond thus to different
phases. An abrupt phase shift of π is used in electro-optics dithering of laser gy-
ros [1]. The Hilbert transform correspond to applying a phase shift of π/2 to the
components of a signal. The Hilbert transform of a function g(t) is defined as:

ĝ(t) =
1
π

∫ ∞

−∞

g(τ)
(t−τ)

dτ. (1.11)

The original function can be recovered through the inverse Hilbert transform:

g(t) = −
1
π

∫ ∞

−∞

ĝ(τ)
(t−τ)

dτ. (1.12)

In both cases the operation involves a convolution of g(τ) with 1/(πτ).



+i

-i

sign()

Figure 1.2: signum function
sign(Ω).

The Fourier transform of a convolution is the
product of the Fourier transforms. The Fou-
rier transform of 1/(πτ) is known as the “sig-
num function” depicted in Fig. 1.2. This sign
function corresponds indeed to a phase shift
of π/2 between positive and negative frequen-
cies. The Hilbert transform ĝ(t) is also defi-
ned as the analytical continuation of the of the
function g(t). Given a real function g(t), one
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defines the complex “analytic signal” g+(t) of
g(t) by:

g+(t) = g(t) + iĝ(t), (1.13)

of which the Fourier transform is:

G+(Ω) = G(Ω) + sgn(Ω)Ẽ(Ω). (1.14)

The transformation from G(Ω) to the complex function G+(Ω) corresponds to eli-
minating the negative part of the Fourier transform by adding its opposite.

This is exactly how Ẽ(t) was defined in Section 1.1.1 above. The correspon-
dence between the Hilbert transform notations used in system communications [2]
and the notations of Section 1.1.1 is:

G+(Omega) = 2Ẽ+(Ω) as defined in Eq. (1.10)
g+(t) = 2Ẽ+(t) as defined in Eq. (1.10)
g(t) = E(t)

This approach to introduce the complex field through Hilbert transformation is
much more convoluted than the direct Fourier transform approach of the previous
section. It is introduced here because it has been re-introduced recently as a new
approach to nonlinear optics by Conforti et al. [3] and their followers [4, 5]. The
context is that of defining a nonlinear polarization:

P(t) = χ(2)Es(t)Ei(t). (1.15)

In complex notations, one often writes:

P̃(t) = χ(2)Ẽs(t)Ẽi(t). (1.16)

Instead, Conforti et al. [3] define the complex P̃(t) by taking the Fourier transform
of P(t) defined by Eq (1.15), eliminating the negative part, and taking the inverse
Fourier transform. No need to evoke the Hilbert transform to perform that opera-
tion. The two approaches are equivalent when the spectra of the fields Es and Ei

do not overlap.

Amplitude and phase .
It can be shown that Ẽ+(t) can also be calculated through analytic continuation of
E(t)

Ẽ+(t) = E(t) + iE′(t) (1.17)

where E′(t) and E(t) are Hilbert transforms of each other. In this sense Ẽ+(t) can
be considered as the complex analytical correspondent of the real function E(t).
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The complex electric field Ẽ+(t) is usually represented by a product of an am-
plitude function and a phase term:

Ẽ+(t) =
1
2
E(t)eiΓ(t) (1.18)

In most practical cases of interest here the spectral amplitude will be centered
around a mean frequency ω` and will have appreciable values only in a frequency
interval ∆ω small compared to ω`. In the time domain this suggests the conve-
nience of introducing a carrier frequency ω` and of writing Ẽ+(t) as:

Ẽ+(t) =
1
2
E(t)eiϕeeiϕ(t)eiω`t =

1
2
Ẽ(t)eiω`t (1.19)

where ϕ(t) is the time dependent phase, Ẽ(t) is called the complex field envelope
and E(t) the real field envelope, respectively.

The constant phase term eiϕe is most often of no relevance, and can be neg-
lected. There are however particular circumstances pertaining to very short pulses
where the outcome of the pulse interaction with matter depends on ϕe, often re-
ferred to as “carrier to envelope phase” (CEP). The measurement and control of
ϕe can therefore be quite important. Figure 1.3(a) shows the electric field of two
pulses with identical E(t) but different CEP ϕe = 0 and ϕe = π/2. It is obvious that
the difference can be important in the case of nonlinear processes, such as for in-
stance third harmonic generation creating a field proportional to the third power of
the original field as shown in Fig.1.3(b).

The electric field can formally be represented in a form similar to Eq. (1.19)
but the mathematical entity does not always correspond to a physically possible
propagating ultrashort pulses. Since the laser pulse represents a propagating elec-
tromagnetic wave packet the dc component of its spectrum vanishes. Hence the
time integral over the electric field is zero:∫ ∞

−∞

E(t)dt =

∫ ∞

−∞

E(t)e−i(Ω=0)tdt = F {E(t)}Ω=0 = 0. (1.20)

It can easily be shown that Eq. (1.20) is satisfied for a pulse of the form E(t) =

exp
[
−2ln2(t/τp)2

]
cos(ω`t +ϕ0) with a CEP of π/2 but not for ϕe = 0. Indeed the

spectra shown in Fig. 1.3(c) support this result. The conclusion is that care must
be taken when using the convenience of defining a pulse envelope for few-cycle
pulses. We will discuss the carrier to envelope phase in more detail in Chapters 6
and 14.

While the description of the field given by Eqs. (1.17) through (1.19) is quite
general, the usefulness of the concept of an envelope and carrier frequency as defi-
ned in Eq. (1.19) is limited to the cases where the bandwidth is only a small fraction
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Figure 1.3: (a) Electric field of two extremely short wave forms, E(t) =

exp
[
−2ln2(t/τp)2

]
cos(ω`t +ϕ0) with ϕe = 0 and ϕe = π/2. The full width of half maxi-

mum of the intensity envelope, τp, was chosen as τp = π/ω`. (b) The electric field cubed
of both wave forms. (c) Spectra |Ẽ−(Ω)|2 and |Ẽ+(Ω)|2. Note the two fields have different
spectral components at Ω = 0 and only the one with ϕ = π/2 describes a propagating pulse
(zero dc component).

of the carrier frequency:
∆ω

ω`
� 1 (1.21)

For inequality (1.21) to be satisfied, the temporal variation of E(t) and ϕ(t) within
an optical cycle T = 2π/ω` (T ≈ 2 fs for visible radiation) has to be small. The
corresponding requirement for the complex envelope Ẽ(t) is∣∣∣∣∣ d

dt
Ẽ(t)

∣∣∣∣∣� ω`
∣∣∣Ẽ(t)

∣∣∣ (1.22)

Keeping in mind that today the shortest light pulses contain only a few optical
cycles, one has to carefully check whether a slowly varying envelope and phase can
describe the pulse behavior satisfactorily. If they do, the theoretical description of
pulse propagation and interaction with matter can be greatly simplified by applying
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the slowly varying envelope approximation (SVEA), as will be evident later in this
chapter.

Given the spectral description of a signal, Ẽ+(Ω), the complex envelope Ẽ(t) is
simply the inverse transform of the translated spectral field:

Ẽ(t) = E(t)eiϕ(t) =
1

2π

∫ ∞

−∞

2Ẽ+(Ω+ω`)eiΩtdΩ; (1.23)

where the modulus E(t) in Eq. (1.23) represents the real envelope. The optimum

t

t

Spectral phase



(a) (b)

(c)

(d) Ω

Figure 1.4: (a) Electric field, (b) time dependent carrier frequency, (c) spectral amplitude
and (d) spectral phase of a linearly upchirped pulse.

“translation” in the spectral domain ω` is the one that gives the envelope Ẽ(t) with
the least amount of modulation. Spectral translation of Fourier transforms is a
standard technique to reconstruct the envelope of interference patterns, and is used
in Chapter 10 on diagnostic techniques. The Fourier transform of the complex
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envelope Ẽ(t) is the spectral envelope function:

Ẽ(Ω) =

∫ ∞

−∞

Ẽ(t)e−iΩtdt = 2
∫ ∞

−∞

Ẽ+(t)e−i(Ω+ω`)tdt. (1.24)

The choice of ω` is often such that the spectral amplitude Ẽ(Ω) is centered about
the origin Ω = 0.

Let us now discuss more carefully the physical meaning of the phase function
ϕ(t). The choice of carrier frequency in Eq. (1.19) should be such as to minimize
the variation of phase ϕ(t). The first derivative of the phase factor Γ(t) in Eq. (1.18)
establishes a time dependent carrier frequency (instantaneous frequency):

ω(t) = ω` +
d
dt
ϕ(t). (1.25)

While Eq. (1.25) can be seen as a straightforward definition of an instantaneous
frequency based on the temporal variation of the phase factor Γ(t), we will see in
Section 1.1.5 that it can be rigourously derived from the Wigner distribution. For
dϕ/dt = b = const., a non-zero value of b just means a correction of the carrier
frequency which is now ω′` = ω` + b. For dϕ/dt = f (t), the carrier frequency varies
with time and the corresponding pulse is said to be frequency modulated or chirped.
For d2ϕ/dt2 < (>)0, the carrier frequency decreases (increases) along the pulse,
which then is called down(up)chirped.

From Eq.(1.18) it is obvious that the decomposition of Γ(t) into ω and ϕ(t) is
not unique. The most useful decomposition is one that ensures the smallest dϕ/dt
during the intense portion of the pulse. A common practice is to identify ω` with
the carrier frequency at the pulse peak. A better definition — which is consistent
in the time and frequency domains — is to use the intensity weighted average
frequency:

〈ω〉 =

∫ ∞
−∞
|Ẽ(t)|2ω(t)dt∫ ∞
−∞
|Ẽ(t)|2dt

=

∫ ∞
−∞
|Ẽ+(Ω)|2ΩdΩ∫ ∞

−∞
|Ẽ+(Ω)|2dΩ

(1.26)

The various notations are illustrated in Fig. 1.4 where a linearly up-chirped
pulse is taken as an example. The temporal dependence of the real electric field is
sketched in the top part of Fig 1.4. A complex representation in the time domain
is illustrated with the amplitude and instantaneous frequency of the field. The
positive and negative frequency components of the Fourier transform are shown in
amplitude and phase in the bottom part of the figure.
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1.1.2 Power, energy, and related quantities

Let us imagine the practical situation in which the pulse propagates as a beam
with cross section A, and with E(t) as the relevant component of the electric field.
The (instantaneous) pulse power (in Watt) in a dispersionless material of refractive
index n can be derived from the Poynting theorem of electrodynamics [6] and is
given by

P(t) = ε0cn
∫

A
dS

1
T

∫ t+T/2

t−T/2
E2(t′)dt′ (1.27)

where c is the velocity of light in vacuum, ε0 is the dielectric permittivity and
∫

A dS
stands for integration over the beam cross section. The power can be measured by
a detector (photodiode, photomultiplier etc.) which integrates over the beam cross
section. The temporal response of this device must be short as compared to the
speed of variations of the field envelope to be measured. The temporal averaging is
performed over one optical period T = 2π/ω`. Note that the instantaneous power as
introduced in Eq. (1.27) is then just a convenient theoretical quantity. In a practical
measurement T has to be replaced by the actual response time τR of the detector.
Therefore, even with the fastest detectors available today (τR ≈ 10−13 − 10−12s),
details of the envelope of fs light pulses can not be resolved directly.

A temporal integration of the power yields the energyW (in Joules):

W =

∫ ∞

−∞

P(t′)dt′ (1.28)

where the upper and lower integration limits essentially mean “before” and “after”
the pulse under investigation.

The corresponding quantity per unit area is the intensity (W/cm2), also called
fluence:

I(t) = ε0cn
1
T

∫ t+T/2

t−T/2
E2(t′)dt′

=
1
2
ε0cnE2(t) = 2ε0cnẼ+(t)Ẽ−(t) =

1
2
ε0cnẼ(t)Ẽ∗(t) (1.29)

and the energy density per unit area (J/cm2):

W =

∫ ∞

−∞

I(t′)dt′ (1.30)

Sometimes it is convenient to use quantities which are related to photon numbers,
such as the photon flux F (photons/s) or the photon flux density F (photons/s/cm2):

F (t) =
P(t)
~ω`

and F(t) =
I(t)
~ω`

(1.31)
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where ~ω` is the energy of one photon at the carrier frequency.
The spectral properties of the light are typically obtained by measuring the

intensity of the field, without any time resolution, at the output of a spectrometer.
The quantity, called spectral intensity, that is measured is:

S (Ω) =| η(Ω)Ẽ+(Ω) |2 (1.32)

where η is a scaling factor which accounts for losses, geometrical influences, and
the finite resolution of the spectrometer. Assuming an ideal spectrometer, |η|2 can
be determined from the requirement of energy conservation:

|η|2
∫ ∞

−∞

| Ẽ+(Ω) |2 dΩ = 2ε0cn
∫ ∞

−∞

Ẽ+(t)Ẽ−(t)dt (1.33)

and Parseval’s theorem [7]:∫ ∞

−∞

|Ẽ+(t)|2dt =
1

2π

∫ ∞

0
| Ẽ+(Ω) |2 dΩ (1.34)

from which follows |η|2 = ε0cn/π. The complete expression for the spectral inten-
sity [from Eq. (1.32)] is thus:

S (Ω) =
ε0cn
4π

∣∣∣Ẽ(Ω+ω`)
∣∣∣2 . (1.35)

Figure 1.5 gives examples of typical pulse shapes and the corresponding spectra.
The complex quantity Ẽ+ will be used most often throughout the book to

describe the electric field. Therefore, to simplify notations, we will omit the su-
perscript “+”whenever this will not cause confusion.

1.1.3 Pulse duration and spectral width

Unless specified otherwise, we define the pulse duration τp as the full width at
half maximum (FWHM) of the intensity profile, |Ẽ(t)|2, and the spectral width
∆ωp as the FWHM of the spectral intensity |Ẽ(Ω)|2. Making that statement is an
obvious admission that other definitions exist. Precisely because of the difficulty of
asserting the exact pulse shape, standard waveforms have been selected. The most
commonly cited are the Gaussian, for which the temporal dependence of the field
is:

Ẽ(t) = Ẽ0 exp{−(t/τG)2} (1.36)

and the secant hyperbolic:

Ẽ(t) = Ẽ0 sech(t/τs). (1.37)
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Figure 1.5: Temporal profiles and the corresponding spectra for different pulse shapes.
The pulses have the same duration (FWHM τp) and the same peak intensity at t = 0. The
spectra are normalized.

Gaussian pulse E(t) = exp
[
−1.385(t/τp)2

]
sech - pulse E(t) = sech[1.763(t/τp)]

Lorentzian pulse E(t) = [1 + 1.656(t/τp)2]−1

asym. sech pulse E(t) = 3.08[exp
(
1.04t/τp + 0.28

)
+ exp

(
−3.13t/τp−0.84

)
]−1

The parameters τG = τp/
√

2ln2 and τs = τp/1.76 are generally more convenient to
use in theoretical calculations involving pulses with these assumed shapes than the
FWHM of the intensity, τp.

Since the temporal and spectral characteristics of the field are related to each
other through Fourier transforms, the bandwidth ∆ωp and pulse duration τp can-
not vary independently of each other. There is a minimum duration-bandwidth
product:

∆ωp τp = 2π∆νpτp ≥ 2πcB. (1.38)

cB is a numerical constant on the order of 1, depending on the actual pulse shape.
Some examples are shown in Table 1.1. The equality holds for pulses without
frequency modulation (unchirped) which are called “bandwidth limited” or “Fou-
rier limited”. Such pulses exhibit the shortest possible duration at a given spectral
width and pulse shape. We refer the reader to Section 1.1.5, for a more general
discussion of the uncertainty relation between pulse and spectral width based on
mean-square deviations.

The shorter the pulse duration, the more difficult it becomes to assert its de-
tailed characteristics and physical meaning. In the femtosecond domain, even the
simple concept of pulse duration seems to fade away in a cloud of mushrooming
definitions. Part of the problem is that it is difficult to determine the exact pulse
shape. For single pulses, the typical representative function that is readily accessi-
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Shape Intensity τp Spectral ∆ωp cB 〈τp〉〈∆Ωp〉

profile I(t) FWHM profile S (Ω) FWHM MSQ

Gauss e−2(t/τG)2
1.177τG e−

(ΩτG )2

2 2.355/τG 0.441 0.5

sech sech2(t/τs) 1.763τs sech2 πΩτs
2 1.122/τs 0.315 0.525

Lorentz [1 + (t/τL)2]−2 1.287τL e−2|Ω|τL 0.693/τL 0.142 0.7

asym.
[
et/τa + e−3t/τa

]−2
1.043τa sech πΩτa

2 1.677/τa 0.278
sech
square 1 for |t/τr | ≤ 1 τr sinc2(Ωτr) 2.78/τr 0.443 3.27

, 0 elsewhere

Table 1.1: Examples of standard pulse profiles. The spectral values given are for
bandwidth-limited (chirp-free) pulses. Note that the Gaussian is the shape with the mi-
nimum product of mean square deviation (MSQ) of the intensity and spectral intensity, see
Section 1.1.5.

ble to the experimentalist is the intensity autocorrelation:

Aint(τ) =

∫ ∞

−∞

I(t)I(t−τ)dt (1.39)

The Fourier transform of the correlation (1.39) is the real function:

Aint(Ω) = Ĩ(Ω)Ĩ∗(Ω) (1.40)

where the notation Ĩ(Ω) is the Fourier transform of the function I(t), which should
not be confused with the spectral intensity S (Ω). The fact that the autocorrelation
function Aint(τ) is symmetric, hence its Fourier transform is real [7], implies that
little information about the pulse shape can be extracted from such a measurement.
Furthermore, the intensity autocorrelation (1.39) contains no information about the
pulse phase or coherence. This point is discussed in detail in Chapter 10.

1.1.4 Gaussian pulses

Having introduced essential pulse characteristics, it seems convenient to discuss an
example to which we can refer to in later chapters. We choose a Gaussian pulse
with linear chirp. This choice is one of analytical convenience: the Gaussian shape
is not the most commonly encountered temporal shape. The electric field is given
by

Ẽ(t) = E0e−(1+ia)(t/τG)2
(1.41)
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with the pulse duration
τp =

√
2ln2 τG. (1.42)

Note that with the definition (1.41) the chirp parameter a is positive for a downchirp
(dϕ/dt = −2at/τ2

G). The Fourier transform of (1.41) yields

Ẽ(Ω) =
E0
√
πτG

4√
1 + a2

exp
{

iΦ−
Ω2τG

2

4(1 + a2)

}
(1.43)

with the spectral phase given by:

φ(Ω) = −
1
2

arctan(a) +
aτG

2

4(1 + a2)
Ω2 (1.44)

It can be seen from Eq. (1.43) that the spectral intensity is the Gaussian:

S (ω` +Ω) =
|η|2πE2

0τ
2
G

√
1 + a2

exp
{
−

Ω2τG
2

2(1 + a2)

}
(1.45)

with a FWHM given by:

∆ωp = 2π∆νp =
1
τG

√
8ln2(1 + a2) (1.46)

For the pulse duration-bandwidth product we find

∆νpτp =
2ln2
π

√
1 + a2 (1.47)

Obviously, the occurrence of chirp (a , 0) results in additional spectral compo-
nents which enlarge the spectral width and lead to a duration bandwidth product
exceeding the Fourier limit (2 ln2/π ≈ 0.44) by a factor

√
1 + a2, consistent with

Eq. (1.38). We also want to point out that the spectral phase given by Eq. (1.44)
changes quadratically with frequency if the input pulse is linearly chirped. While
this is exactly true for Gaussian pulses as can be seen from Eq. (1.44), it holds
approximately for other pulse shapes. In the next section, we will develop a con-
cept that allows one to discuss the pulse duration-bandwidth product from a more
general point of view and independent of the actual pulse and spectral profile.

1.1.5 Wigner distribution, second order moments, uncertainty relati-
ons

Wigner distribution

The Fourier transform as defined in Section 1.1.1 is a widely used tool in beam and
pulse propagation. In beam propagation, it leads directly to the far field pattern of
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a propagating beam (Fraunhofer approximation) of arbitrary transverse profile. Si-
milarly, the Fourier transform leads directly to the pulse temporal profile, following
propagation through a dispersive medium, as we will see at the end of this chap-
ter. The Fourier transform gives a weighted average of the spectral components
contained in a signal. Unfortunately, the exact spatial or temporal location of these
spectral components is hidden in the phase of the spectral field, which is most often
not readily available. It is not straightforward to look at the electric field in time
and make a statement about the spectral components (and vice versa) without ac-
tually taking a Fourier transform. The Wigner function tries to solve this problem
by creating a mathematical entity which describes the time and spectral compo-
nents at the same time, fullfilling the need for new two-dimensional representation
of the waves in either the plane of space–wave vector, or time–angular frequency.
Such a function was introduced by Wigner [8] and applied to quantum mechanics.
The same distribution was applied to the area of signal processing by Ville [9].
Properties and applications of the Wigner distribution in Quantum Mechanics and
Optics are reviewed in two recent books by Schleich [10] and Cohen [11]. A clear
analysis of the close relationship between Quantum Mechanics and Optics can be
found in ref. [12]. In the time–angular-frequency domain, the Wigner distribution
of a function Ẽ(t) is defined by1:

WE(t,Ω) =

∫ ∞

−∞

Ẽ
(
t +

s
2

)
Ẽ∗

(
t−

s
2

)
e−iΩsds

=
1

2π

∫ ∞

−∞

Ẽ
(
Ω+

s
2

)
Ẽ∗

(
Ω−

s
2

)
eitsds (1.48)

One can see that the definition of the Wigner function is a local (i.e. at a given
time) representation of the spectrum of the signal, since time integration yields the
spectral amplitude: ∫ ∞

−∞

WE(t,Ω)dt =
∣∣∣Ẽ(Ω)

∣∣∣2 . (1.49)

It is also a local (i.e. at a given spectral component) representation of the signal,
since frequency integration yields the temporal intensity:∫ ∞

−∞

WE(t,Ω)dΩ = 2π
∣∣∣Ẽ(t)

∣∣∣2 (1.50)

In the notationWE , the subscript E refers to the use of the instantaneous complex
electric field Ẽ in the definition of the Wigner function, rather than the electric field
envelope Ẽ = Eexp

[
iω`t + iϕ(t)

]
defined at the beginning of this chapter. There is a

1t and Ω are conjugated variables as in Fourier transforms. The same definitions can be made in
the space–wavevector domain, where the variables are then x and k.
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simple relation between the Wigner distributionWE of the instantaneous field Ẽ,
and the Wigner distributionWE of the real envelope amplitude E:

WE(t,Ω) =

∫ ∞

−∞

E

(
t +

s
2

)
ei[ω`(t+s/2)+ϕ(t+s/2)]

× E∗
(
t−

s
2

)
e−i[ω`(t−s/2)+ϕ(t−s/2)]e−iΩsds

=

∫ ∞

−∞

E

(
t +

s
2

)
E∗

(
t−

s
2

)
e−i[Ω−(ω`+ϕ̇(t))]sds

= WE{t, [Ω− (ω` + ϕ̇)]}. (1.51)

We will drop the subscript “E” and “E” for the Wigner function when the dis-
tinction is not essential.

The intensity and spectral intensities are directly proportional to frequency
and time integrations of the Wigner function. In accordance with Eqs. (1.29) and
Eq. (1.35):

1

2
√
µ0/ε

∫ ∞

−∞

WE(t,Ω)dΩ = I(t) (1.52)

1

2
√
µ0/ε

∫ ∞

−∞

WE(t,Ω)dt = S (Ω). (1.53)

Figure 1.6 shows the Wigner distribution of an unchirped Gaussian pulse ((a),
left) versus a Gaussian pulse with a linear chirp (quadratic phase modulation) ((b),
right). The introduction of a quadratic phase modulation leads to a tilt (rotation)
and flattening of the distribution. This distortion of the Wigner function results
directly from the relation (1.51) applied to a Gaussian pulse. We have defined in
Eq. (1.41) the phase of the linearly chirped pulse as ϕ(t) = −at2/τ2

G. If Wunchirp
is the Wigner distribution of the unchirped pulse, the linear chirp transforms that
function into:

Wchirp =Wunchirp(t,Ω−
2at
τ2

G

), (1.54)

hence the tilt observed in Fig. 1.6. Mathematical tools have been developed to
produce a pure rotation of the phase space (t, Ω). We refer the interested reader to
the literature for details on the Wigner distribution and in particular on the fracti-
onal Fourier transform [13, 14]. It has been shown that such a rotation describes
the propagation of a pulse through a medium with a quadratic dispersion (index of
refraction being a quadratic function of frequency) [15].



1.1. CHARACTERISTICS OF FEMTOSECOND LIGHT PULSES 19

Figure 1.6: Wigner distribution for a Gaussian pulse. Left (a), the phase function ϕ(t) =

ϕ0 is a constant. On the right (b), Wigner distribution for a linearly chirped pulse, i.e. with
a quadratic phase modulation ϕ(t) = αt2. The elliptical curves are lines of equal Wigner
function intensity. The intensity is graded from 0 (black) to the peak (white).

Moments of the electric field

It is mainly history and convenience that led to the adoption of the FWHM of
the pulse intensity as the quantity representative of the pulse duration. Sometimes
pulse duration and spectral width defined by the FWHM values are not suitable
measures. This is, for instance, the case in pulses with substructure or broad wings
causing a considerable part of the energy to lie outside the range given by the
FWHM. In these cases it may be preferable to use averaged values derived from
the appropriate second–order moments. It appears in fact, as will be shown in
examples of propagation, that the second moment of the field distribution is a better
choice.

For the sake of generality, let us designate by f (x) the field as a function of the
variable x (which can be the transverse coordinate, transverse wave vector, time or
frequency). The moment of order n for the quantity x with respect to intensity is
defined as:

〈xn〉 =

∫ ∞
−∞

xn| f (x)|2dx∫ ∞
−∞
| f (x)|2dx

(1.55)

The first order moment, 〈x〉, is the “center of mass” of the intensity distribution,
and is most often chosen as reference, in such a way as to have a zero value. For
example, the center of the transverse distribution will be on axis, x = 0, or a Gaus-
sian temporal intensity distribution E0 exp

[
−(t/τG)2

]
will be centered at t = 0. A
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good criterium for the width of a distribution is the mean square deviation (MSQ):

〈∆x〉 =
√
〈x2〉− 〈x〉2. (1.56)

The explicit expressions in the time and frequency domains are:

〈τp〉 = 〈∆t〉 =

 1
W

∫ ∞

−∞

t2I(t)dt−
1

W2

(∫ ∞

−∞

tI(t)dt
)2

1
2

(1.57)

〈∆ωp〉 = 〈∆Ω〉 =

 1
W

∫ ∞

−∞

Ω2S (Ω)dΩ−
1

W2

(∫ ∞

−∞

ΩS (Ω)dΩ

)2
1
2

(1.58)

where S (Ω) is the spectral intensity defined in Eq. (1.32). Whenever appropriate
we will assume that the first-order moments are zero, which yields 〈∆x〉 =

√
〈x2〉.

The second moments can also be defined using the Wigner distribution [Eq. (1.48)]:

〈t2〉 =

∫ ∫ ∞
−∞

t2WE(t,Ω)dtdΩ∫ ∫ ∞
−∞
WE(t,Ω)dtdΩ

=

∫ ∞
−∞

t2|Ẽ(t)|2dt∫ ∞
−∞
|Ẽ(t)|2dt

(1.59)

〈Ω2〉 =

∫ ∫ ∞
−∞

Ω2WE(t,Ω)dtdΩ∫ ∫ ∞
−∞
WE(t,Ω)dtdΩ

=

∫ ∞
−∞

Ω2|Ẽ(Ω)|2dΩ∫ ∞
−∞
|Ẽ(Ω)|2dΩ

(1.60)

While the above equations do not bring anything new, the Wigner distribution lets
us define another quantity, which describes the coupling between conjugated vari-
ables:

〈t,Ω〉 =

∫ ∫ ∞
−∞

(t−〈t〉)(Ω−〈Ω〉)WE(t,Ω)dtdΩ∫ ∫ ∞
−∞
WE(t,Ω)dtdΩ

. (1.61)

A non-zero 〈t,Ω〉 implies that the center of mass of the spectral intensity evolves
with time, as in Fig. 1.6. One can thus define an instantaneous frequency:

ω(t) =

∫ ∞
−∞

ΩWE(t,Ω)dΩ∫ ∞
−∞
WE(t,Ω)dΩ

. (1.62)

By substituting the definition of the Wigner distribution Eq. (1.48) in Eq. (1.62), it
is possible to demonstrate rigourously the relation (1.25). Indeed, substituting the
definition (1.51) in Eq. (1.62) leads to:

ω(t) =

∫ ∞
−∞

ΩWE[t,Ω− (ω` + ϕ̇)]dΩ∫ ∞
−∞
WE(t,Ω)dΩ

=

∫ ∞
−∞

[Ω′+ω` + ϕ̇(t)]WE[t,Ω′]dΩ′∫ ∞
−∞
WE(t,Ω)dΩ

= ω` + ϕ̇(t), (1.63)
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where we used the fact that
∫

Ω′WE(t,Ω′)dΩ′ = 0.
There is a well known uncertainty principle between the second moment of

conjugated variables. If k is the Fourier-conjugated variable of x, it is shown in
Appendix B that:

〈x2〉〈k2〉 =
M4

4
≥

1
4
, (1.64)

where we have defined a shape factor “M2”, which has been extensively used to
describe the departure of beam profile from the “ideal Gaussian” [16]. This relation
can be applied to time and frequency:

〈t2〉〈Ω2〉 =
M4

4
≥

1
4
. (1.65)

Equality only holds for a Gaussian pulse (beam) shape free of any phase modu-
lation, which implies that the Wigner distribution for a Gaussian shape occupies
the smallest area in the time/frequency plane. It is also important to note that
the uncertainty relations (1.64) and (1.65) only hold for the pulse widths defined
as the mean square deviation. For a Gaussian pulses defined by its electric field
E(t) = E0 exp

[
−(t/τG)2

]
:

〈t2〉 =
τ2

G

4

〈Ω2〉 =
1
τ2

G

. (1.66)

The product of the two numbers is indeed 1/4, the minimum of the inequality (1.65).
while for the products of the full width at half maximum (FWHM) of the inten-
sity and spectral intensity (generally referred to as the “time-bandwidth product”
cB = τp∆νp = 0.441. In fact, the pulse time-bandwidth product product is not mi-
nimum for a Gaussian pulse, as illustrated in Table 1.1, which gives the value of
cB for various pulse shapes without phase modulation. It remains that, for a given
pulse shape, cB is the smallest for pulses without frequency modulation (unchirped)
which are called “bandwidth limited” or “Fourier limited”. Such pulses exhibit the
shortest possible duration at a given spectral width and pulse shape.

If there is a frequency variation across a pulse, its spectrum will contain additi-
onal spectral components. Consequently, the modulated pulse possesses a spectral
width which is larger than the Fourier limit given by column five in Table 1.1.

Relation to Quantum Mechanics

The Heisenberg uncertainty relation is contained directly in Eqs (1.64) and (1.65),
when taking into account particle wave duality. Indeed, a moving particle with
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energy W = p2/2m has an associated wave packet centered at the frequency ω =

W/~. This is where the Plank constant enters into the uncertainty relation (1.65).
The wave packet has a frequency distribution of second moment 〈Ω2〉, related by
inverse Fourier transform to the temporal distribution, with a second moment in
time 〈t2〉, leading to the relation:

〈t2〉〈W2〉 =
M4

4
≥
~2

4
. (1.67)

In space, the wave packet representing the particle has a momentum k = p/~.
Hence, Equation (1.64) applied to the wave representation of a particle is the Hei-
senberg uncertainty relation in space:

〈x2〉〈k2〉 =
M4

4
≥
~2

4
, (1.68)

Chirped pulses

A quadratic phase modulation plays an essential role in light propagation, be it in
time or space. Since a spherical wavefront can be approximated by a quadratic
phase (ϕ(x) ∝ x2, where x is the transverse dimension) near any propagation axis
of interest, imparting a quadratic spatial phase modulation will lead to focusing or
de-focusing of a beam. The analogue is true in time: imparting a quadratic phase
modulation (ϕ(t) ∝ t2) will lead to pulse compression or broadening after propaga-
tion through a dispersive medium. These problems relating to pulse propagation
will be discussed in several sections and chapters of this book. In this section
we attempt to clarify quantitatively the relation between a quadratic chirp in the
temporal or frequency space, and the corresponding broadening of the spectrum
or pulse duration, respectively. The results are interchangeable from frequency to
temporal space.

Let us first assume that a laser pulse, initially unchirped, propagates through a
dispersive material that leaves the pulse spectrum, |Ẽ(Ω)|2, unchanged but produces
a quadratic phase modulation in the frequency domain. The pulse spectrum is cen-
tered at the average frequency 〈Ω〉 = ω`. The average frequency does not change,
hence the first nonzero term in the Taylor expansion of φ(Ω) is

φ(Ω) =
1
2

d2φ

dΩ2

∣∣∣∣∣∣
0
〈Ω2〉, (1.69)

where φ(Ω) determines the phase factor of Ẽ(Ω):

Ẽ(Ω) = E(Ω)eiφ(Ω). (1.70)



1.1. CHARACTERISTICS OF FEMTOSECOND LIGHT PULSES 23

The first and second order moments are, according to the definitions (1.55):

〈t〉 =

∫ ∞
−∞

tẼ(t)Ẽ(t)∗dt∫ ∞
−∞
|Ẽ(t)|2dt

=

∫ ∞
−∞

dẼ(Ω)
dΩ
Ẽ∗(Ω)dΩ∫ ∞

−∞
|Ẽ(Ω)|2dΩ

=

〈
dφ
dΩ

〉
(1.71)

and

〈t2〉 =

∫ ∞
−∞

tẼ(t)tẼ(t)∗dt∫ ∞
−∞
|Ẽ(t)|2dt

=

∫ ∞
−∞

∣∣∣∣dẼ(Ω)
dΩ

∣∣∣∣2 dΩ∫ ∞
−∞
|Ẽ(t)|2dt

=

∫ ∞
−∞

[
dE(Ω)

dΩ

]2
dΩ∫ ∞

−∞
|Ẽ(Ω)|2dΩ

+

〈(
dφ
dΩ

)2〉
. (1.72)

It is left to a problem at the end of this chapter to derive these results. Since the
initial pulse was unchirped and its spectral amplitude is not affected by propagation
through the transparent medium, the first term in Eq. (1.72) represents the initial
second order moment 〈t2〉0. Substituting the expression for the quadratic phase
Eq. (1.69) into Eq. (1.55) for the first order moment, we find from Eq. (1.72):

〈t2〉 = 〈t2〉0 +

[
d2φ

dΩ2

∣∣∣∣∣∣
0

]2

〈Ω2〉. (1.73)

The frequency chirp introduces a temporal broadening (of the second order mo-

ment) directly proportional to the square of the chirp coefficient,
[

d2φ

dΩ2

∣∣∣∣
0

]2
.

Likewise we can analyze the situation where a temporal phase modulation
ϕ(t) =

dϕ
dt

∣∣∣∣
0

t2 is impressed upon the pulse while the pulse envelope, |Ẽ(t)|2, re-
mains unchanged. This temporal frequency modulation or chirp, characterized by
the second derivative in the middle (center of mass) of the pulse, leads to a spectral
broadening given by:

〈Ω2〉 = 〈Ω2〉0 +

[
d2ϕ

dt2

∣∣∣∣∣∣
0

]2

〈t2〉 (1.74)

where 〈Ω2〉0 refers to the spectrum of the input pulse and 〈t2〉 is the (constant)
second-order moment of time.

Equations (1.73) and (1.74) demonstrate the advantage of using the mean square
deviation to define the pulse duration and bandwidth, since it shows a simple rela-
tion between the broadening in the time or spectral domain, due to a chirp in the
spectral or time domain, respectively independent of the pulse and spectral shape.
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For the two different situations described by Eqs. (1.73) and (1.74), we can apply
the uncertainty relation, Eq. (1.65),

〈t2〉〈Ω2〉 =
M4

4
κc ≥

1
4
. (1.75)

We have introduced a factor of chirp κc, equal to

κc = 1 +
M4

4〈t2〉20

[
d2φ

dΩ2

∣∣∣∣∣∣
0

]2

(1.76)

in case of a frequency chirp and constant spectrum, or

κc = 1 +
M4

4〈Ω2〉20

[
d2ϕ

dt2

∣∣∣∣∣∣
0

]2

(1.77)

in case of a temporal chirp and constant pulse envelope.
In summary, using the mean square deviation to define the pulse duration and

bandwidth:

• the duration—bandwidth product
√
〈t2〉〈Ω2〉 is minimum (0.5) for a Gaus-

sian pulse shape, without phase modulation.

• For any pulse shape, one can define a shape factor M2 equal to the minimum
duration—bandwidth product for that particular shape.

• Any quadratic phase modulation — or linear chirp — whether in frequency
or time, increases the bandwidth duration product by a chirp factor κc. The
latter increases proportionally to the second derivative of the phase modula-
tion, whether in time or in frequency.

1.2 Pulse propagation

So far we have considered only temporal and spectral characteristics of light pulses.
In this subsection we shall be interested in the propagation of such pulses through
matter. This is the situation one always encounters when working with electromag-
netic wave packets (at least until somebody succeeds in building a suitable trap).
The electric field, now considered in its temporal and spatial dependence, is again
a suitable quantity for the description of the propagating wave packet. In view of
the optical materials that will be investigated, we can neglect external charges and
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currents and confine ourselves to nonmagnetic and uniform media. A wave equa-
tion can be derived for the electric field vector E from Maxwell equations (see for
instance Ref. [17]) which in Cartesian coordinates reads

(
∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2 −
1
c2

∂2

∂t2

)
E(x,y,z, t) = µ0

∂2

∂t2 P(x,y,z, t) , (1.78)

where µ0 is the magnetic permeability of free space. The source term of Eq. (1.78)
contains the polarization P and describes the influence of the medium on the field
as well as the response of the medium. Usually the polarization is decomposed into
two parts:

P = PL + PNL. (1.79)

The decomposition of Eq. (1.79) is intended to distinguish a polarization that varies
linearly (PL) from one that varies nonlinearly (PNL) with the field. Historically, PL

represents the medium response in the frame of “ordinary” optics, e.g., classical
optics [18], and is responsible for effects such as diffraction, dispersion, refraction,
linear losses and linear gain. Frequently, these processes can be attributed to the
action of a host material which in turn may contain sources of a nonlinear polari-
zation PNL. The latter is responsible for nonlinear optics [19–21] which includes,
for instance, saturable absorption and gain, harmonic generation and Raman pro-
cesses.

As will be seen in Chapters 3, both PL and in particular PNL are often related
to the electric field by complicated differential equations. One reason is that no
physical phenomenon can be truly instantaneous. In this chapter we will omit
PNL. Depending on the actual problem under consideration, PNL will have to be
specified and added to the wave equation as a source term.

1.2.1 The reduced wave equation

Equation (1.78) is of rather complicated structure and in general can solely be
solved by numerical methods. However, by means of suitable approximations and
simplifications, one can derive a “reduced wave equation” which will enable us to
deal with many practical pulse propagation problems in a rather simple way. We
assume the electric field to be linearly polarized and propagating in the z-direction
as a plane wave, i.e., the field is uniform in the transverse x,y direction. The wave
equation has now been simplified to:(

∂2

∂z2 −
1
c2

∂2

∂t2

)
E(z, t) = µ0

∂2

∂t2 PL(z, t) (1.80)
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As known from classical electrodynamics [17] the linear polarization of a medium
is related to the field through the dielectric susceptibility χ. In the frequency dom-
ain we have

P̃L(Ω,z) = ε0 χ(Ω)Ẽ(Ω,z) (1.81)

which is equivalent to a convolution integral in the time domain

PL(t,z) = ε0

∫ t

−∞

dt′χ(t′)E(z, t− t′). (1.82)

Here ε0 is the permittivity of free space. The finite upper integration limit, t, ex-
presses the fact that the response of the medium must be causal. The polarization
at t must not depend on electric field values at later times. For a nondispersive me-
dium, which implies an “infinite bandwidth” for the susceptibility (χ(Ω) = const),
the medium response is instantaneous, i.e., memory free. In general, χ(t) descri-
bes a finite response time of the medium which, in the frequency domain, means
nonzero dispersion. This simple fact has important implications for the propaga-
tion of short pulses and time varying radiation in general. We will refer to this
point several times in later chapters — in particular when dealing with coherent
interaction.

The Fourier transform of (1.80) together with (1.81) yields[
∂2

∂z2 +Ω2ε(Ω)µ0

]
Ẽ(z,Ω) = 0 (1.83)

where we have introduced the dielectric constant

ε(Ω) = [1 +χ(Ω)]ε0. (1.84)

For now we will assume a real susceptibility and dielectric constant. Later we will
discuss effects associated with complex quantities. The general solution of (1.83)
for the propagation in the +z direction is

Ẽ(Ω,z) = Ẽ(Ω,0)e−ik(Ω)z, (1.85)

where the propagation constant k(Ω) is determined by the dispersion relation of
linear optics

k2(Ω) = Ω2ε(Ω)µ0 =
Ω2

c2 n2(Ω), (1.86)

and n(Ω) is the refractive index of the material. For further consideration we ex-
pand k(Ω) about the carrier frequency ω`

k(Ω) = k(ω`) +δk, (1.87)
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where

δk =
dk
dΩ

∣∣∣∣∣
ω`

(Ω−ω`) +
1
2

d2k
dΩ2

∣∣∣∣∣∣
ω`

(Ω−ω`)2 + . . . (1.88)

and write Eq. (1.85) as

Ẽ(Ω,z) = Ẽ(Ω,0)e−ik`ze−iδk z, (1.89)

where k2
` = ω2

`ε(ω`)µ0 = ω2
`n

2(ω`)/c2. In most practical cases of interest, the Fou-
rier amplitude will be centered around a mean wave vector k`, and will have ap-
preciable values only in an interval ∆k small compared to k`. In analogy to the
introduction of an envelope function slowly varying in time, after the separation of
a rapidly oscillating term, cf. Eqs. (1.19)– (1.22), we can define now an amplitude
which is slowly varying in the spatial coordinate

Ẽ(Ω,z) = Ẽ(Ω+ω`,0)e−iδk z. (1.90)

Again, for this concept to be useful we must require that∣∣∣∣∣ d
dz
Ẽ(Ω,z)

∣∣∣∣∣� k`
∣∣∣Ẽ(Ω,z)

∣∣∣ (1.91)

which implies a sufficiently small wave number spectrum∣∣∣∣∣∆k
k`

∣∣∣∣∣� 1. (1.92)

In other words, the pulse envelope must not change significantly while travelling
through a distance comparable with the wavelength λ` = 2π/ω`. Fourier transfor-
ming of Eq. (1.89)) into the time domain gives

Ẽ(t,z) =
1
2

{
1
π

∫ ∞

−∞

dΩ Ẽ(Ω,0)e−iδk zei(Ω−ω`)t
}

ei(ω`t−k`z) (1.93)

which can be written as

Ẽ(t,z) =
1
2
Ẽ(t,z)ei(ω`t−k`z) (1.94)

where Ẽ(t,z) is now the envelope varying slowly in space and time, defined by the
term in the curled brackets in Eq. (1.93).

Further simplification of the wave equation requires a corresponding equation
for Ẽ utilizing the envelope properties. Only a few terms in the expansion of k(Ω)



28 CHAPTER 1. FUNDAMENTALS

and ε(Ω), respectively, will be considered. To this effect we expand ε(Ω) as series
around ω`, leading to the following form for the linear polarization (1.81)

P̃L(Ω,z) =

ε(ω`)− ε0 +

∞∑
n=1

1
n!

dnε

dΩn

∣∣∣∣∣
ω`

(Ω−ω`)n

 Ẽ(Ω,z). (1.95)

In terms of the pulse envelope, the above expression corresponds in the time dom-
ain to

P̃L(t,z) =
1
2

{
[ε(ω`)− ε0]Ẽ(t,z)

+

∞∑
n=1

(−i)n ε
(n)(ω`)

n!
∂n

∂tn Ẽ(t,z)
}
ei(ω`t−k`z), (1.96)

where ε(n)(ω`) = ∂n

∂Ωn ε
∣∣∣
ω`

. The term in the curled brackets defines the slowly va-
rying envelope of the polarization, P̃L. The next step is to replace the electric field
and the polarization in the wave equation (1.80) by Eq. (1.93) and Eq. (1.96), re-
spectively. We transfer thereafter to a coordinate system (η,ξ) moving with the
group velocity 3g =

(
dk
dΩ

∣∣∣
ω`

)−1
, which is the standard transformation to a “retarded”

frame of reference:
ξ = z η = t−

z
3g

(1.97)

and
∂

∂z
=
∂

∂ξ
−

1
3g

∂

∂η
;

∂

∂t
=
∂

∂η
. (1.98)

A straightforward calculation leads to the final result:

∂

∂ξ
Ẽ−

i
2

k′′`
∂2

∂η2 Ẽ+D = −
i

2k`

∂

∂ξ

(
∂

∂ξ
−

2
3g

∂

∂η

)
Ẽ (1.99)

The quantity

D = −
iµ0

2k`

∞∑
n=3

(−i)n

n!

[
ω2
`ε

(n)(ω`)−2nω`ε(n−1)(ω`)

+ n(n−1)ε(n−2)(ω`)
] ∂n

∂ηn Ẽ (1.100)

contains dispersion terms of higher order, and has been derived by taking directly
the second order derivative of the polarization defined by the product of envelope
and fast oscillating terms in Eq. (1.96). The indices of the three resulting terms have
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been re-defined to factor out a single derivative of order (n) of the field envelope.
The second derivative of k:

k′′` =
∂2k
∂Ω2

∣∣∣∣∣∣
ω`

= −
1
32g

d3g
dΩ

∣∣∣∣∣∣
ω`

=
1

2k`

 2
32g
−2µ0ε(ω`)−4ω`µ0ε

(1)(ω`)−ω2
`µ0ε

(2)(ω`)
 (1.101)

is the group velocity dispersion (GVD) parameter. It should be mentioned that the
GVD is usually defined as the derivative of 3g with respect to λ, d3g/dλ, related to
k′′ through

d3g
dλ

=
Ω232g

2πc
d2k
dΩ2 . (1.102)

So far we have not made any approximations and the structure of Eq. (1.99) is
still rather complex. However, we can exploit at this point the envelope proper-
ties (1.22) and (1.91), which, in this particular situation, imply:∣∣∣∣∣∣ 1

k`

(
∂

∂ξ
−

2
3g

∂

∂η

)
Ẽ

∣∣∣∣∣∣ =

∣∣∣∣∣∣ 1
k`

(
∂

∂z
−

1
3g

∂

∂t

)
Ẽ

∣∣∣∣∣∣� ∣∣∣Ẽ∣∣∣ (1.103)

The right–hand side of (1.99) can thus be neglected if the prerequisites for introdu-
cing pulse envelopes are fulfilled. This procedure is called slowly varying envelope
approximation (SVEA) and reduces the wave equation to first–order derivatives
with respect to the spatial coordinate.

If the propagation of very short pulses is computed over long distances, the
cumulative error introduced by neglecting the right hand side of Eq. (1.99) may be
significant. In those cases, a direct numerical treatment of the second order wave
equation is required.

Further simplifications are possible for a very broad class of problems of practi-
cal interest, where the dielectric constant changes slowly over frequencies within
the pulse spectrum. In those cases, terms with n ≥ 3 can be omitted too (D = 0),
leading to a greatly simplified reduced wave equation:

∂

∂ξ
Ẽ(η,ξ)−

i
2

k′′`
∂2

∂η2 Ẽ(η,ξ) = 0 (1.104)

which describes the evolution of the complex pulse envelope as it propagates through
a loss-free medium with GVD. The reader will recognize the mathematical struc-
ture of well-known equations from other areas of physics - for example, the one–
dimensional Schrödinger equation and the one–dimensional heat diffusion equa-
tion.
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1.2.2 Retarded frame of reference

In the case of zero GVD [k′′` = 0 in Eq. (1.104)], the pulse envelope does not change
at all in the system of local coordinates (η,ξ). This illustrates the usefulness of
introducing a coordinate system moving at the group velocity. In the laboratory
frame, the pulse travels at the group velocity without any distortion.

In dealing with short pulses as well as in dealing with white light (see Chap-
ter 2) the appropriate “retarded frame of reference” is moving at the group rather
than at the wave (phase) velocity. Indeed, while a monochromatic wave of fre-
quency Ω travels at the phase velocity 3p(Ω) = c/n(Ω), it is the superposition of
many such waves with differing phase velocities that leads to a wave packet (pulse)
propagating with the group velocity. The importance of the frame of reference mo-
ving at the group velocity is such that, in the following chapters, the notation z and
t will be substituted for ξ and η, unless the laboratory frame is explicitly specified.

Some propagation problems — such as the propagation of coupled waves in
nonlinear crystals discussed in Chapter 3 — are more appropriately treated in the
frequency domain. As a simple exercise, let us derive the group velocity directly
from the solution of the wave equation in the form of Eq. (1.89)

Ẽ(Ω,z) = Ẽ(Ω,0)e−ik`ze−iδk z. (1.105)

The amplitude of the field spectrum |Ẽ(Ω,z)| = |Ẽ(Ω,0)| represented on the top left
of Fig. 1.7 is not changed by propagation. We assume that the expansion of the
wave vector k(Ω), Eq. (1.87), can be terminated after the linear term, that is

δk =
dk
dΩ

∣∣∣∣∣
ω`

(Ω−ω`) (1.106)

The inverse Fourier-transform of Eq. (1.105) now yields

Ẽ(t,z) = e−ik`z
∫ ∞

−∞

Ẽ(Ω,0)exp
[
−i

dk
dΩ

∣∣∣∣∣
ω`

(Ω−ω`)z
]
eiΩtdΩ (1.107)

= ei(ω`t−k`z)
∫ ∞

−∞

Ẽ(Ω′+ω`,0)ei(t−k′
`
z)Ω′ ,dΩ′

where we substituted Ω = Ω′ +ω` and k′` = dk
dΩ

∣∣∣
ω`

to obtain the last equation. This
equation is just the inverse Fourier-transform of the field spectrum shifted to the
origin (i.e., the spectrum of the envelope Ẽ(Ω), represented on the lower left of
Fig. 1.7) with the Fourier variable “time” now given by

(
t− k′`z

)
. Carrying out the

transform yields

Ẽ(t,z) =
1
2
Ẽ(t,z)ei(ω`t−k`z) =

1
2
Ẽ
(
t− k′`z,0

)
ei(ω`t−k`z). (1.108)
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Figure 1.7: The Fourier transform amplitude (E(Ω,0) is sketched in the upper left, and the
corresponding field in the time domain on the upper right (solid line). The lower part of the
figure displays the field amplitudes, E(Ω) on the left, centered at the origin of the frequency
scale, and the corresponding inverse Fourier transform E(t). Propagation in the frequency
domain is obtained by multiplying the field at z = 0 by the phase factor exp(−iτdΩ), where
τd = z/3g is the group delay. In the time domain, this corresponds to delaying the pulse by
an amount τd (right). The delayed fields |E(z, t)| and E(z, t) are shown in dotted lines on the
right of the figure.

We have thus the important result that, in the time domain, the light pulse has been
delayed by an amount (τd = k′`z) proportional to distance. Within the approximation
that the wave vector is a linear function of frequency, the pulse is seen to propagate
without distortion with a constant group velocity 3g given by either of the three
expressions:

1
3g

=
dk
dΩ

∣∣∣∣∣
ω`

= k′` (1.109)

1
3g

=
n0

c
+
ω`
c

dn
dΩ

∣∣∣∣∣
ω`

(1.110)

1
3g

=
n0

c
−
λ

c
dn
dλ

∣∣∣∣∣
λ
. (1.111)

The first term in Eqs. (1.110) and (1.111) represent the phase delay per unit length,
while the second term in these equations is the change in carrier to envelope phase
per unit length. We note that the dispersion of the wave vector (dk/dΩ) or of
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the index of refraction (dn/dλ) is responsible for a difference between the phase
velocity 3p = c/n0 and the group velocity 3g. In a frame of reference moving at
the velocity 3g, Ẽ(z, t) remains identically unchanged. Pulse distortions thus only
result from high order (higher than 1) terms in the Taylor series expansion of k(Ω).
For this reason, most pulse propagation problems are treated in a retarded frame of
reference, moving at the velocity 3g.

Forward/Backward propagating waves

We consider an ultrashort pulse plane wave propagating through a dielectric me-
dium. Before the arrival of the pulse, there are no induced dipoles, and for the index
of refraction we assume that of a vacuum (n = 1). As the dipoles are driven into
motion by the first few cycles of the pulse, the index of refraction changes to the
value n of the dielectric. One consequence of this causal phenomenon is the “pre-
cursor” predicted by Sommerfeld and Brillouin, see for example [17]. One might
wonder if the discontinuity in index created by a short and intense pulse should
not lead to a reflection for a portion of the pulse? This is an important question
regarding the validity of the first order approximation to Maxwell’s propagation
equations. If, at t = 0, a short wave packet is launched in the +z direction in a ho-
mogeneous medium, is it legitimate to assume that there will be no pulse generated
in the opposite direction?

The answer that we give in this section is that, in the framework of Max-
well’s second order equation and a linear polarization, there is no such “induced
reflection”. This property extends even to the nonlinear polarization created by the
interaction of the light with a two-level system.

If we include the non-resonant part of the linear polarization in the index of
refraction n (imaginary part of n), the remainder polarization P including all non-
linear and resonant interaction effects, adding a phenomenological scattering term
σ leads to the following form of the second order wave equation:(

∂2

∂z2 Ẽ−
n2

c2

∂2

∂t2

)
Ẽ = µ0

∂2

∂t2 P̃ +
nσ
c
∂

∂t
Ẽ (1.112)

The polarization appearing in the right hand side can be instantaneous, or be the
solution of a differential equation as in the case of most interactions with resonant
atomic or molecular systems. Resonant light-matter interactions will be studied in
detail in Chapter 3. The wave equation Eq. (1.112) can be written as a product
of a forward and backward propagating operator. Instead of the variables t and z,
it is more convenient to use the retarded time variable corresponding to the two
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possible wave velocities ±c/n:

s = t−
n
c

z

r = t +
n
c

z. (1.113)

In the new variables, Maxwell’s equation (1.112) becomes:

∂2

∂s∂r
Ẽ =

c2

n2

µ0

4

(
∂

∂s
+
∂

∂r

)2

P̃ +
nσ
c

(
∂

∂s
+
∂

∂r

) Ẽ. (1.114)

We seek a solution in the form of a forward and a backward propagating field of
amplitude ẼF and ẼB:

Ẽ =
1
2
ẼFeiω` s +

1
2
ẼBeiω`r. (1.115)

Substitution into Maxwell’s Eq. (1.112):

eiω` s
[
2iω`

∂

∂r
+

∂2

∂s∂r
+

cσ
2n

(
∂

∂s
+
∂

∂r
+ 2iω`

)]
1
2
ẼF

+ eiω`r
[
2iω`

∂

∂s
+

∂2

∂s∂r
+

cσ
2n

(
∂

∂s
+
∂

∂r
+ 2iω`

)]
1
2
ẼB

= −
µ0c2

4n2

(
∂

∂s
+
∂

∂r

)2

P̃,

(1.116)

which we re-write in an abbreviated way using the differential operators L andM
for the forward and backward propagating waves, respectively:

LẼFeiω` s +MẼBeiω`r = −
µ0c2

4n2

(
∂

∂s
+
∂

∂r

)2

P̃. (1.117)

In the case of a linear medium, the forward and backward wave travel indepen-
dently. If, as initial condition, we choose ẼB = 0 along the line r + s = 0 (t = 0),
there will be no back scattered wave. If the polarization is written as a slowly
varying amplitude:

P̃ =
1
2
P̃Feiω` s +

1
2
P̃Beiω`r, (1.118)

the equations for the forward and backward propagating wave also separate if P̃F is
only a function of ẼF , and P̃B only a function of ẼB. This is because a source term
for P̃B can only be formed by a “grating” term, which involves a product of ẼBẼF .
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It applies to a polarization created by near resonant interaction with a two-level sy-
stem, using the semi-classical approximation, as will be considered in Chapters 3.
The separation between forward and backward travelling waves has been demon-
strated by Eilbeck [22,23] outside of the slowly-varying approximation. Within the
slowly varying approximation, we generally write that the second derivative with
respect to time of the polarization as −ω2

`P̃, and therefore, the forward and bac-
kward propagating waves are still uncoupled, even when P̃ = P̃(ẼF , ẼB), provided
there is only a forward propagating beam as initial condition.

1.2.3 Dispersion

For nonzero GVD (k′′` , 0) the propagation problem (1.104) can be solved either
directly in the time or in the frequency domain. In the first case, the solution of the
partial differential equation is [24]

Ẽ(t,z) =
1√

2πik′′
`

z

∫ ∞

−∞

Ẽ(t′,z = 0)exp
(
i
(t− t′)2

2k′′
`

z

)
dt′. (1.119)

As we will see in subsequent chapters, it is generally more convenient to treat linear
pulse propagation through transparent linear media in the frequency domain, since
only the phase factor of the envelope Ẽ(Ω) is affected by propagation.

It follows directly from the solution of Maxwell’s equations in the frequency
domain [for instance Eqs. (1.85) and (1.90)] that the spectral envelope after propa-
gation through a thickness z of a linear transparent material is given by:

Ẽ(Ω,z) = Ẽ(Ω,0)eiΦ(z) = Ẽ(Ω,0)exp
(
−

i
2

k′′` Ω2z−
i

3!
k′′′` Ω3z− . . .

)
. (1.120)

Thus we have for the temporal envelope

Ẽ(t,z) = F −1
{
Ẽ(Ω,0)exp

(
−

i
2

k′′` Ω2z−
i

3!
k′′′` Ω3z− . . .

)}
. (1.121)

If we limit the Taylor expansion of k to the GVD term k′′` , we find that an initi-
ally bandwidth-limited pulse develops a spectral phase with a quadratic frequency
dependence, resulting in chirp.

We had defined a “chirp coefficient”

κc = 1 +
M4

4〈t2〉20

[
dφ
dΩ

∣∣∣∣∣
ω`

]2

when considering in Section 1.1.5 the influence of quadratic chirp on the uncer-
tainty relation Eq. (1.75) based on the successive moments of the field distribution.
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In the present case, we can identify the phase modulation:

dφ
dΩ

∣∣∣∣∣
ω`

= −k′′` z (1.122)

Since the spectrum (in amplitude) of the pulse | Ẽ(Ω,z) |2 remains constant [as
shown for instance in Eq. (1.120)], the spectral components responsible for chirp
must appear at the expense of the envelope shape, which has to become broader.

At this point we want to introduce some useful relations for the characterization
of the dispersion. The dependence of a dispersive parameter can be given as a
function of either the frequency Ω or the vacuum wavelength λ. The first, second
and third order derivatives are related to each other by

d
dΩ

= −
λ2

2πc
d

dλ
(1.123)

d2

dΩ2 =
λ2

(2πc)2

(
λ2 d2

dλ2 + 2λ
d

dλ

)
(1.124)

d3

dΩ3 = −
λ3

(2πc)3

(
λ3 d3

dλ3 + 6λ2 d2

dλ2 + 6λ
d

dλ

)
(1.125)

The dispersion of the material is described by either the frequency dependence
n(Ω) or the wavelength dependence n(λ) of the index of refraction. The deriva-
tives of the propagation constant used most often in pulse propagation problems,
expressed in terms of the index n, are:

dk
dΩ

=
n
c

+
Ω

c
dn
dΩ

=
1
c

(
n−λ

dn
dλ

)
(1.126)

d2k
dΩ2 =

2
c

dn
dΩ

+
Ω

c
d2n
dΩ2 =

(
λ

2πc

) 1
c

(
λ2 d2n

dλ2

)
(1.127)

d3k
dΩ3 =

3
c

d2n
dΩ2 +

Ω

c
d3n
dΩ3 = −

(
λ

2πc

)2 1
c

(
3λ2 d2n

dλ2 +λ3 d3n
dλ3

)
(1.128)

The second equation, Eq. (1.127), defining the group velocity dispersion (GVD)
is the frequency derivative of 1/3g. Multiplied by the propagation length L, it des-
cribes the frequency dependence of the group delay. It is sometimes expressed in
fs2 µm−1.

A positive GVD corresponds to

d2k
dΩ2 > 0 (1.129)
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1.2.4 Gaussian pulse propagation

For a more quantitative picture of the influence that GVD has on the pulse propa-
gation we consider the linearly chirped Gaussian pulse of Eq. (1.41)

Ẽ(t,z = 0) = E0e−(1+ia)(t/τG0)2
= E0e−(t/τG0)2

eiϕ(t,z=0)

entering the sample. To find the pulse at an arbitrary position z, we multiply
the field spectrum, Eq. (1.43), with the propagator exp

(
−i 1

2 k′′` Ω2z
)

as done in
Eq. (1.120), to obtain

Ẽ(Ω,z) = Ã0e−xΩ2
eiyΩ2

(1.130)

where

x =
τ2

G0

4(1 + a2)
(1.131)

and

y(z) =
aτ2

G0

4(1 + a2)
−

k′′` z

2
. (1.132)

Ã0 is a complex amplitude factor which we will not consider in what follows and
τG0 describes the pulse duration at the sample input. The time dependent electric
field that we obtain by Fourier transforming Eq. (1.130) can be written as

Ẽ(t,z) = Ã1 exp

−
(
1 + i

y(z)
x

) t√
4
x [x2 + y2(z)]


2 . (1.133)

Obviously, this describes again a linearly chirped Gaussian pulse. For the “pulse
duration” (note τp =

√
2ln2 τG) and phase at position z we find

τG(z) =

√
4
x

[x2 + y2(z)] (1.134)

and
ϕ(t,z) = −

y(z)
4[x2 + y2(z)]

t2. (1.135)

Let us consider first an initially unchirped input pulse (a = 0). The pulse duration
and chirp parameter develop as:

τG(z) = τG0

√
1 +

(
z

Ld

)2

(1.136)

∂2

∂t2ϕ(t,z) =

 1
τ2

G0

 2z/Ld

1 + (z/Ld)2 . (1.137)
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We have defined a characteristic length:

Ld =
τ2

G0

2k′′
`

. (1.138)

For later reference let also us introduce a so-called dispersive length defined as

LD =
τ2

p0

k′′
`

(1.139)

where for Gaussian pulses LD ≈ 2.77Ld. Bandwidth limited Gaussian pulses double
their length after propagation of about 0.6LD. For propagation lengths z� Ld the
pulse broadening of an unchirped input pulse as described by Eq. (1.136) can be
simplified to

τG(z)
τG0

≈
z
|Ld |

=
2|k′′` |

τ2
G0

z. (1.140)

It is interesting to compare the result of Eq. (1.136) with that of Eq. (1.73),
where we used the second moment as a measure for the pulse duration. Since the
Gaussian is the shape for minimum uncertainty [Eq. (1.65)], and since d2φ/dΩ2 =

−k′′z, one can derive the evolution equation for the mean square deviation of a
Gaussian pulse in a dielectric medium:

〈t2〉 = 〈t2〉0 +
d2φ

dΩ2

∣∣∣∣∣∣
0
〈Ω2〉0 = 〈t2〉 = 〈t2〉0 +

(k′′)2z2

〈t2〉0
. (1.141)

The latter equations reduces to Eq. (1.136) by substituting the relations between
mean square deviations and Gaussian widths [Eq. (1.66)].

If the input pulse is chirped (a , 0) two different behaviors can occur depen-
ding on the relative sign of a and k′′` . In the case of opposite sign, y2(z) increases
monotonously resulting in pulse broadening, cf. Eq. (1.134). If a and k′′` have equal
sign y2(z) decreases until it becomes zero after a propagation distance

zc =
τ2

G0a

2|k′′
`
|(1 + a2)

. (1.142)

At this position the pulse reaches its shortest duration

τG(zc) = τGmin =
τG0
√

1 + a2
(1.143)

and the time dependent phase according to Eq. (1.135) vanishes. From here on the
propagation behavior is that of an unchirped input pulse of duration τGmin, that is,
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the pulse broadens and develops a time-dependent phase. The larger the input chirp
(|a|), the shorter the minimum pulse duration that can be obtained [see Eq. (1.143)].
The underlying reason is that the excess bandwidth of a chirped pulse is converted
into a narrowing of the envelope by chirp compensation, until the Fourier limit is
reached. The whole procedure including the impression of chirp on a pulse will be
treated in Chapter 9 in more detail.

There is a complete analogy between the propagation (diffraction) effects of
a spatially Gaussian beam and the temporal evolution of a Gaussian pulse in a
dispersive medium. For instance, the pulse duration and the slope of the chirp
follow the same evolution with distance as the waist and curvature of a Gaussian
beam, as detailed in Section 1.6. A linearly chirped Gaussian pulse in a dispersive
medium is completely characterized by the position and (minimum) duration of
the unchirped pulse, just as a spatially Gaussian beam is uniquely defined by the
position and size of its waist. To illustrate this point, let us consider a linearly
chirped pulse whose “duration” τG and chirp parameter a are known at a certain
position z1. The position zc of the minimum duration (unchirped pulse) is found
again by setting y = 0 in Eq. (1.132):

zc = z1 +
τ2

G

2k′′
`

a
1 + a2 = z1 + a

τ2
Gmin

2k′′
`

. (1.144)

The position zc is after z1 if a and k′′` have the same sign2; before z1 if they have
opposite sign. All the temporal characteristics of the pulse are most conveniently
defined in terms of the distance L = z− zc to the point of zero chirp, and the mi-
nimum duration τGmin. This is similar to Gaussian beam propagation where the
location of the beam waist often serves as reference. The chirp parameter a and the
pulse “duration” τG at any point L are then simply given by

a(L) = L/Ld (1.145)

τG(L) = τGmin

√
1 + [a(L)]2 (1.146)

where the dispersion parameter Ld = τ2
Gmin/(2|k

′′
` |). The pulse duration bandwidth

product varies with distance L as

cB(L) =
2ln2
π

√
1 + [a(L)]2 (1.147)

To summarize, Fig. (1.8) illustrates the behavior of a linearly chirped Gaussian
pulse as it propagates through a dispersive sample.

2For instance, an initially downchirped (a > 0) pulse at z = zc will be compressed in a medium
with positive dispersion (k′′ > 0).
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Figure 1.8: Propagation of a linearly chirped Gaussian pulse in a medium with GVD
[pulse shape (a), pulse duration for different input chirp (b)].

Simple physical consideration can lead directly to a crude approximation for
the maximum broadening that a bandwidth limited pulse of duration τp and spectral
width ∆ωp will experience. Each group of waves centered around a frequency Ω

travels with its own group velocity 3g(Ω). The difference of group velocities over
the pulse spectrum becomes then:

∆3g =

[
d3g
dΩ

]
ω`

∆ωp. (1.148)

Accordingly, after a travel distance L the pulse spread can be as large as

∆τp =

∣∣∣∣∣∣∆
(

L
3g

)∣∣∣∣∣∣ ≈ L
V2

g
|∆3g| (1.149)

which, by means of Eqs. (1.101) and (1.148), yields:

∆τp = L|k′′` |∆ωp. (1.150)
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Approximating τp ≈ ∆ω−1
p , a characteristic length after which a pulse has approxi-

mately doubled its duration can now be estimated as:

L′D =
1

|k′′
`
|∆ω2

p
. (1.151)

Measuring the length in meter and the spectral width in nm the GVD of materials
is sometimes given in fs/(m nm) which pictorially describes the pulse broadening
per unit travel distance and unit spectral width. From Eq. (1.150) we find for the
corresponding quantity

∆τp

L∆λ
= 2π

c
λ2
`

|k′′` |. (1.152)

For BK7 glass at 620 nm, k′′` ≈ 6× 10−26s2/m, and the GVD as introduced above
is about 300 fs per nm spectral width and meter propagation length.

1.2.5 Complex dielectric constant

In general, the dielectric constant, which was introduced in Eq. (1.83) as a real
quantity, is complex. Indeed a closer inspection of Eq. (1.82) shows that the finite
memory time of matter requires not only ε, χ to be frequency dependent but also
that they be complex. The real and imaginary part of ε̃, χ̃ are not independent
of each other but related through a Kramers–Kronig relation. The consideration
of a real ε(Ω) is justified as long as we can neglect (linear) losses or gain. This
is valid for transparent samples or propagation lengths which are too short for
these processes to become essential for the pulse shaping. For completeness we
will modify the reduced wave equation (1.104) by taking into account a complex
dielectric constant ε̃(Ω) represented as

ε̃(Ω) = ε(Ω) + iεi(Ω). (1.153)

Let us assume ε̃(Ω) to be weakly dispersive. The same procedure introduced to
derive Eq. (1.104) can be used after inserting the complex dielectric constant ε̃
into the expression of the polarization Eq. (1.95). Now the reduced wave equation
becomes

∂

∂z
Ẽ(t,z)−

i
2

k′′
∂2

∂t2 Ẽ(t,z) = κ1Ẽ(t,z) + iκ2
∂

∂t
Ẽ(t,z) + κ3

∂2

∂t2 Ẽ(t,z) (1.154)
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where

κ1 =
ω`
2
η0εi(ω`) (1.155)

κ2 =
1
2
η0

[
2εi(ω`) + ω`

d
dΩ

εi(Ω)
∣∣∣∣∣
ω`

]
(1.156)

κ3 =
1

4ω`
η0

2εi(ω`) + 4ω`
d

dΩ
εi(Ω)

∣∣∣∣∣
ω`

+ω2
`

d2

dΩ2 εi(Ω)

∣∣∣∣∣∣
ω`

 . (1.157)

In the above expressions, η0 =
√
µ0/ε0 ≈ 377 Ωms is the characteristic impedance

of vacuum. For zero–GVD, and neglecting the two last terms in the right-hand side
of Eq. (1.154), the pulse evolution with propagation distance z is described by

∂

∂z
Ẽ(t,z)− κ1Ẽ(t,z) = 0 (1.158)

which has the solution
Ẽ(t,z) = Ẽ(t,0)eκ1z. (1.159)

The pulse experiences losses or gain depending on the sign of κ1 and does not
change its shape. Equation (1.159) states simply the Lambert-Beer law of linear
optics.

An interesting situation is that in which there would be neither gain nor loss at
the pulse carrier frequency, i.e., εi(ω`) = 0 and d

dΩ
εi(Ω)

∣∣∣
ω`
, 0, which could occur

between an absorption and amplification line. Neglecting the terms with the second
temporal derivative of Ẽ, the propagation problem is governed by the equation

∂

∂z
Ẽ(t,z)− iκ2

∂

∂t
Ẽ(t,z) = 0. (1.160)

The solution of this equation is simply

Ẽ(t,z) = Ẽ(t + iκ2z,0). (1.161)

To get an intuitive picture on what happens with the pulse according to Eq. (1.161),
let us choose an unchirped Gaussian pulse Ẽ(t,0) [see Eq. (1.41] for a = 0), entering
the sample at z = 0. From Eq. (1.161) we find:

Ẽ(t,z) = Ẽ(t,0)exp
[
κ2

2(z/τG)2
]
exp

[
−i2κ2tz/τ2

G

]
. (1.162)

The pulse is amplified, and simultaneously its center frequency is shifted with pro-
pagation distance. The latter shift is due to the amplification of one part of the pulse
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spectrum (the high (low) – frequency part if κ2 < (>)0) while the other part is ab-
sorbed. The result is a continuous shift of the pulse spectrum in the corresponding
direction and a net gain while the pulse shape is preserved.

In the beginning of this section we mentioned that there is always an imagi-
nary contribution of the dielectric constant leading to gain or loss. The question
arises whether a wave equation such as Eq. (1.104), where only the real part of
ε̃ was considered, is of any practical relevance for describing pulse propagation
through matter. The answer is yes, because in (almost) transparent regions the
pulse change due to dispersion can be much larger than the change caused by los-
ses. An impressive manifestation of this fact is pulse propagation through optical
fibers. High-quality fibers made from fused silica can exhibit damping constants
as low as 1 dB/km at wavelengths near 1 µm, where the GVD term is found to
be k′′ ≈ 75 ps2/km, see for example [25]. Consequently, a 100 fs pulse launched
into a 10 m fiber loses just about 2% of its energy while it broadens by about a
factor of 150. To illustrate the physics underlying the striking difference between
the action of damping and dispersion, let us consider a dielectric constant ε̃(Ω)
originating from a single absorption line.

We will use the simple model of a classical harmonic oscillator consisting of
an electron bound to a nucleus to calculate the dispersion and absorption of that
line. The equation of motion of the electron is:

d2r
dt2 +ω2

0r +
1
Tc

dr
dt

=
e

me
E, (1.163)

where ω0 =
√

C/me (C being the “spring constant”) is the resonance frequency,
me the electron mass, e its charge, and 1/Tc the damping constant. Assuming an
electric field of the form E = (1/2)Ẽ0 exp(iΩt), one finds the polarization P = N0er
(N0 being the number of oscillators (dipoles) per unit volume):

P(Ω) =
N0e2

me

E
ω2

0−Ω2 + iΩ/Tc
(1.164)

Using the general relation between polarization and electric field P = ε0χE we
obtain an expression for the complex susceptibility:

χ(Ω) =
N2

0e2

ε0me

1
ω2

0−Ω2 + iΩ/Tc
(1.165)
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The real and imaginary parts of the susceptibility χ can be calculated:

χr =
N0e2

ε0me

(ω2
0−Ω2)

(ω2
0−Ω2)2 +Ω2/T 2

c
≈

N0e2T2

2meε0ω0

∆ωT2

1 +∆ω2T 2
2

(1.166)

χi = −
N0e2

ε0me

(Ω/Tc)
(ω2

0−Ω2)2 +Ω2/T 2
c
≈ −

N0e2T2

2meε0ω0

1
1 +∆ω2T 2

2

(1.167)

The second term of each equation above corresponds to the approximation of small
detuning ∆ω = ω0 −Ω� ωo. 1/T2 is the linewidth of the Lorentzian absorption
line, and T2 = 2Tc will be assimilated in Chapter 3 to the phase relaxation time of
the oscillators. The real and imaginary parts of the oscillator contribution to the
susceptibility are responsible for a frequency dependence of the wave vector. One
can write

k(Ω) = Ω

√
µ0ε0

[
1 +χ(Ω)

]
≈

Ω

c

[
1 +

1
2
χ(Ω)

]
(1.168)

For frequencies Ω being sufficiently far from resonance, i.e. |(ω0−Ω)T2)|= |∆ωT2|�

1, but with |ω` −Ω| � ω` (narrow pulse spectrum), the real and imaginary parts of
the propagation constant are given by:

kr(Ω) '
Ω

c
+ B

Ω

∆ωT2
(1.169)

ki(Ω) ' −B
Ω

(∆ωT2)2 , (1.170)

where B = (N0e2T2)/(4ε0ω0cme). The group velocity dispersion, responsible for
pulse reshaping, is:

k′′(Ω) '
2BT 2

2ω0

[∆ωT2]3 . (1.171)

For small travel distances L the relative change of pulse energy can be estimated
from Eq. (1.85) and Eq. (1.28) to be:

∆Wrel = 1−
W(L)
W(0)

≈ −2kiL. (1.172)

The relative change of pulse duration due to GVD can be evaluated from Eq. (1.136)
and we find:

∆τrel =
τG(L)
τG0

−1 ≈ 2

k′′` L

τ2
G0

2

. (1.173)

To compare both pulse distortions we consider their ratio, using Eqs. (1.170),
(1.171), (1.172) and (1.173:

∆τrel

∆Wrel
= ∆Wrel

2
(∆ωT2)2

(
T2

τG0

)4

. (1.174)
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At given material parameters and carrier frequency, shorter pulses always lead to
a dominant pulse spreading. For T2 = 10−10 s (typical value for a single electronic
resonance), and a detuning ∆ωT2 = 104, we find for example:

∆τrel

∆Wrel
≈ ∆Wrel

(
1200fs
τG0

)4

. (1.175)

To summarize, a resonant transition of certain spectral width 1/T2 influences short
pulse (pulse duration < 1 ps) propagation outside resonance mainly due to disper-
sion. Therefore, the consideration of a transparent material (εi ≈ 0) with a fre-
quency dependent, real dielectric constant ε(Ω), which was necessary to derive
Eq. (1.104), is justified in many practical cases involving ultrashort pulses.

1.3 Interaction of light pulses with linear optical elements

Even though this topic is treated in detail in Chapter 2, we want to discuss here
some general aspects of pulse distortions induced by linear optical elements. These
elements comprise typical optical components, such as mirrors, prisms, and gra-
tings, which one usually finds in all optical setups. Here we shall restrict ourselves
to the temporal and spectral changes the pulse experiences and shall neglect a pos-
sible change of the beam characteristics. A linear optical element of this type can
be characterized by a complex optical transfer function

H̃(Ω) = R(Ω)e−iΨ(Ω) (1.176)

that relates the incident field spectrum Ẽin(Ω) to the field at the sample output Ẽ(Ω)

Ẽ(Ω) = R(Ω)e−iΨ(Ω)Ẽin(Ω). (1.177)

Here R(Ω) is the (real) amplitude response and Ψ(Ω) is the phase response. As can
be seen from Eq. (1.177), the influence of R(Ω) is that of a frequency filter. The
phase factor Ψ(Ω) can be interpreted as the phase delay which a spectral component
of frequency Ω experiences. To get an insight of how the phase response affects the
light pulse, we assume that R(Ω) does not change over the pulse spectrum whereas
Ψ(Ω) does. Thus, we obtain for the output field from Eq. (1.177):

Ẽ(t) =
1

2π
R
∫ +∞

−∞

Ẽin(Ω)e−iΨ(Ω)eiΩt dΩ. (1.178)

Replacing Ψ(Ω) by its Taylor expansion around the carrier frequency ω` of the
incident pulse

Ψ(Ω) =

∞∑
n=0

bn(Ω−ω`)n (1.179)
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with the expansion coefficients

bn =
1
n!

dnΨ

dΩn

∣∣∣∣∣
ω`

(1.180)

we obtain for the pulse

Ẽ(t) =
1
2
Ẽ(t)eiω`t

=
1

2π
Re−ib0eiω`t

∫ +∞

−∞

Ẽin(Ω)

×exp

−i
∞∑

n=2

bn(Ω−ω`)n

ei(Ω−ω`)(t−b1) dΩ. (1.181)

By means of Eq. (1.181) we can easily interpret the effect of the various expansion
coefficients bn. The term e−ib0 is a constant phase shift (phase delay) having no
effect on the pulse envelope. A nonvanishing b1 leads solely to a shift of the pulse
on the time axis t; the pulse would obviously keep its position on a time scale t′ =

t−b1. The term b1 determines a group delay in a similar manner as the first–order
expansion coefficient of the propagation constant k defined a group velocity in
Eq. (1.108). The higher–order expansion coefficients produce a nonlinear behavior
of the spectral phase which changes the pulse envelope and chirp. The action of the
term with n = 2, for example, producing a quadratic spectral phase, is analogous to
that of GVD in transparent media.

If we decompose the input field spectrum into modulus and phase Ẽin(Ω) =

|Ẽin(Ω)|exp(iΦin(Ω)), we obtain from Eq. (1.177) for the spectral phase at the out-
put

Φ(Ω) = Φin(Ω)−
∞∑

n=0

bn(Ω−ω`)n. (1.182)

It is interesting to investigate what happens if the linear optical element is chosen
to compensate for the phase of the input field. For Taylor coefficients with n ≥ 2:

bn =
1
n!

dn

dΩn Φin(Ω)
∣∣∣∣∣
ω`

. (1.183)

A closer inspection of Eq. (1.181) shows that when Eq. (1.183) is satisfied, all
spectral components are in phase for t− b1 = 0, leading to a pulse with maximum
peak intensity, as was discussed in previous sections. We will come back to this
important point when discussing pulse compression. We want to point out the for-
mal analogy between the solution of the linear wave equation (1.85) and Eq.(1.177)
for R(Ω) = 1 and Ψ(Ω) = k(Ω)z. This analogy expresses the fact that a dispersive
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transmission object is just one example of a linear element. In this case we obtain
for the spectrum of the complex envelope

Ẽ(Ω,z) = Ẽin(Ω,0)exp

−i
∞∑

n=0

1
n!

k(n)
`

(Ω−ω`)nz

 (1.184)

where k(n)
`

= (dn/dΩn)k(Ω)|ω` .
Next let us consider a sequence of m optical elements. The resulting transfer

function is given by the product of the individual contributions H̃ j(Ω)

H̃(Ω) =

m∏
j=1

H̃ j(Ω) =

 m∏
j=1

R j(Ω)

exp

−i
m∑

j=1

Ψ j(Ω)

 (1.185)

which means an addition of the phase responses in the exponent. Subsequently, by
a suitable choice of elements, one can reach a zero-phase response so that the action
of the device is through the amplitude response only. In particular, the quadratic
phase response of an element (e.g., dispersive glass path) leading to pulse broa-
dening can be compensated with an element having an equal phase response of
opposite sign (e.g., grating pair) which automatically would re-compress the pulse
to its original duration. Such methods are of great importance for the handling of
ultrashort light pulses. Corresponding elements will be discussed in Chapter 2.

1.4 Generation of phase modulation

At this point let us briefly discuss essential physical mechanisms to produce a time
dependent phase of the pulse, i.e., a chirped light pulse. Processes resulting in a
phase modulation can be divided into those that increase the pulse spectral width
and those that leave the spectrum unchanged. The latter can be attributed to the
action of linear optical processes. Any transparent linear medium, or spectrally
“flat” reflector, can change the phase of a pulse, without affecting its spectral am-
plitude. The action of these elements is most easily analyzed in the frequency dom-
ain. As we have seen in the previous section, the phase modulation results from the
different phase delays which different spectral components experience upon inte-
raction. The result for an initially bandwidth-limited pulse, in the time domain, is a
temporally broadened pulse with a certain frequency distribution across the enve-
lope, such that the spectral amplitude profile remains unchanged. For an element
to act in this manner its phase response Ψ(Ω) must have non-zero derivatives of at
least second order as explained in the previous section.
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A phase modulation that leads to a spectral broadening is most easily discus-
sed in the time domain. Let us assume that the action of a corresponding optical
element on an unchirped input pulse can be formally written as:

Ẽ(t) = T (t)eiΦ(t)Ẽin(t) (1.186)

where T and Φ define a time dependent amplitude and phase response, respectively.
For our simplified discussion here let us further assume that T = const., leaving the
pulse envelope unaffected. Since the output pulse has an additional phase modu-
lation Φ(t) its spectrum must have broadened during the interaction. If the pulse
under consideration is responsible for the time dependence of Φ, then we call the
process self-phase modulation. If additional pulses cause the temporal change of
the optical properties we will refer to it as cross-phase modulation. Often, phase
modulation occurs through a temporal variation of the index of refraction n of a
medium during the passage of the pulse. For a medium of length d the correspon-
ding phase is:

Φ(t) = −k(t)d = −
2π
λ

n(t)d. (1.187)

In later chapters we will discuss in detail several nonlinear optical interaction sche-
mes with short light pulses that can produce a time dependence of n.

A time dependence of n can also be achieved by applying a voltage pulse at an
electro-optic material for example. However, with the view on phase shaping of
femtosecond light pulses the requirements for the timing accuracy of the voltage
pulse make this technique difficult.

1.5 Beam propagation

So far we have considered light pulses propagating as plane waves, which allowed
us to describe the time varying field with only one spatial coordinate. This simpli-
fication implies that the intensity across the beam is constant and, moreover, that
the beam diameter is infinitely large. Both features hardly fit what we know from
laser beams. Despite the fact that both features do not match the real world, such a
description has been successfully applied for many practical applications and will
be used in this book whenever possible. This simplified treatment is justified if
the processes under consideration either do not influence the transverse beam pro-
file (e.g., sufficiently short sample length) or allow one to discuss the change of
beam profile and pulse envelope as if they occur independently from each other.
The general case, where both dependencies mix, is often more complicated and,
frequently, requires extensive numerical treatment. Here we will discuss solely
the situation where the change of such pulse characteristics as duration, chirp, and
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bandwidth can be separated from the change of the beam profile. Again we restrict
ourselves to a linearly polarized field which now has to be considered in its com-
plete spatial dependence. Assuming a propagation in the z-direction, we can write
the field in the form:

E = E(x,y,z, t) =
1
2

ũ(x,y,z)Ẽ(t)ei(ω`t−k`z) + c.c.. (1.188)

The scalar ũ(x,y,z) is to describe the transverse beam profile and Ẽ(t,z) is the
slowly varying complex envelope introduced in Eq. (1.93). Note that the rapid
z-dependence of E is contained in the exponential function. Subsequently, ũ is as-
sumed to vary slowly with z. Under these conditions the insertion of Eq. (1.188)
into the wave equation (1.78) yields after separation of the time dependent part in
paraxial approximation [16]:(

∂2

∂x2 +
∂2

∂y2 −2ik`
∂

∂z

)
ũ(x,y,z) = 0, (1.189)

which is usually solved by taking the Fourier transform along the space coordinates
x and y, yielding: [

∂

∂z
−

i
2k`

(
k2

x + k2
y

)]
ũ(kx,ky,z) = 0, (1.190)

where kx and ky are the Fourier variables (spatial frequencies, wave numbers). This
equation can be integrated and yields:

ũ(kx,ky,z) = ũ0(kx,ky)e
i

2k`

(
k2

x+k2
y

)
z
, (1.191)

where ũ0(kx,ky) = ũ(kx,ky,0). Paraxial approximation means that the transverse
beam dimensions remain sufficiently small compared with typical travel distances
of interest.

Instead of using the differential equation (1.189), one can equivalently des-
cribe the field propagation by an integral equation. The basic approach is to
start with Huygens’ principle, and apply the Fresnel approximation for parax-
ial wave propagation [16]. Assuming that the field distribution (or beam profile)
ũ(x′,y′,z′) = ũ0(x′,y′) is known in a plane z = 0; the field distribution ũ(x,y,z) in a
plane z = L is given by:

ũ(x,y,z) =
ieik`L

λL

∫ ∞

−∞

∫ ∞

−∞

ũ0(x′,y′)e−ik`[(x′−x)2+(y′−y)2]/(2L)dx′dy′. (1.192)

This solution was obtained from Eq. (1.191) through an inverse Fourier transform
and is a convolution of ũ(x,y,0) and exp

[
−ik(x2 + y2)/(2L)

]
.
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1.6 Analogy between pulse and beam propagation

1.6.1 Time analogy of the paraxial (Fresnel) approximation

Comparing the paraxial wave equation (1.189) and the reduced wave equation (1.104)
describing pulse propagation through a GVD medium we notice an interesting cor-
respondence. Both equations are of similar structure. In terms of the reduced
wave equation the transverse space coordinates x,y in Eq. (1.189) seem to play
the role of the time variable. This space-time analogy suggests the possibility of
translating simply the effects related to dispersion into beam propagation proper-
ties. For instance, we may compare the temporal broadening of an unchirped pulse
due to dispersion with the change of beam size due to diffraction. In this sense
free-space propagation plays a similar role for the beam characteristics as a GVD
medium does for the pulse envelope. To illustrate this in more detail let us start
with Eq. (1.191), and, for simplicity, restrict ourselves to one dimension. Throug-
hout this section we will also omit amplitude terms and irrelevant phase terms. The
field spectrum ũ at a distance z is related to the field spectrum ũ0 at z = 0:

ũ(kx,z) ∝ ũ0(kx)eik2
xz/(2k`), (1.193)

which has as inverse Fourier transform the convolution product:

ũ(x,z) ∝ F −1
{
ũ0(kx)eizk2

x/(2k`)
}
∝

∫ ∞

−∞

ũ0(x′)e−i k`
2z (x−x′)2

dx′ (1.194)

The last expression is the well known Fresnel integral.
Let us next recall Eq. (1.120), approximated to second order, which states that

the spectral field envelope Ẽ(Ω) after propagation through a length z of a transpa-
rent material with GVD is given by3:

Ẽ(Ω,z) ∝ Ẽ(Ω,0)e−
i
2 k′′

`
Ω2z (1.195)

A comparison with Eq. (1.193) clearly shows the similarity between the diffraction
and the dispersion problem. The exponential phase factor k2

xz/(2k`), which des-
cribes transverse beam diffraction in space, corresponds to the exponential phase
factor −k′′Ω2z/2 which describes pulse distortion in time due to dispersion. In the
time domain, Eq. (1.195) also becomes a convolution integral:

Ẽ(t,z) ∝
∫ ∞

−∞

Ẽ(t′,0)e
i (t−t′)2

2k′′
`

z dt′, (1.196)

3Note, for easier comparison with the diffraction problem we used here coordinates (t,z) even
though they refer to a frame (η,ξ) moving with the group velocity.
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which shows the expected similarities with its spatial analog Eq. (1.194).
Since Eq. (1.193) corresponded to the paraxial approximation, the analogy can

be carried over to successive subsets of that approximation. It will thus apply also
to Gaussian optics, and the time equivalent of the Fraunhofer approximation, as
will be shown in subsequent sections.

1.6.2 Time analogy of the far-field (Fraunhofer) approximation

The Fraunhofer (far-field) approximation is obtained from the Fresnel integral by
simplifying the exponent in Eq. (1.194):

i
k`
2z

(x− x′)2 ≈ −ik`
x
z

x′ = −ikxx′ (1.197)

yielding:

ũ(x,z) ∝
∫ ∞

∞

ũ0(x′)e−ikx x′dx′ (1.198)

Note that kx is the projection of the k` vector in the plane of observation of the
diffraction pattern. Depending on the observation geometry it is related to the
spatial coordinate x in the observation plane by:

• kx ≈ k`θx, where θx is the angle of observation,

• kx = k`(x/z) = k`θx for an image plane at finite distance z,

• kx = k`(x/ f ) for observation in the focal plane of a lens with focal length f .

The corresponding transition from the Fresnel to the Fraunhofer approximation
in the time domain

i(t− t′)2

2k′′
`

z
≈ −

itt′

k′′
`

z
, (1.199)

yields for the field amplitude:

Ẽ(Ω′,z) ∝
∫ ∞

−∞

Ẽ(t′,0)e
−i tt′

k′′
`

z dt′, (1.200)

which is the Fourier transform of the initial field (at z = 0). Here the “frequency”
coordinate Ω′ = t/(k′′` z) is related to the time coordinate t at the position of obser-
vation z, which is similar to the relationship between kx and x discussed previously.
The physical meaning of this analogy is that, after propagation of long distance in
a dispersive (GVD) medium, the temporal variation of any signal is given by its
Fourier transform at z = 0. As we will see in the next section we can even use a
time lens of focal length fT to perform paraxial “time imaging”. If we observe the
pulse described by Eq. (1.200) after such a lens t = Ω′ fT/a.
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1.6.3 Analogy between spatial and temporal imaging

The analogy between pulse and beam propagation was applied to establish a time–
domain analog of an optical imaging system by Kölner and Nazarathy [26]. Optical
microscopy, for example, serves to magnify tiny structures so that they can be
observed by a (relatively) low–resolution system such as our eyes. The idea of the
“time lens” is to magnify ultrafast (fs) transients so that they can be resolved, for
example, by a relatively slow oscilloscope. Of course, the opposite direction is
also possible, which would lead to data compression in space or time. Figure 1.9
compares imaging in space and time using lenses.

d1, k1

object
plane

image
planeτ( �𝑥𝑥)

diffraction diffraction

�𝑢𝑢(𝑥𝑥𝑥) 2

𝑥𝑥𝑥 𝑥𝑥

d2, k2

time
lens

d2,d1,

dispersion dispersion

𝑘𝑘1′′ 𝑘𝑘2′′

Ɛ(𝑡𝑡) 2

(a)

(b)

Figure 1.9: Space–time analogy of imaging. (a) Spatial imaging configuration. The
“object” is a spatial intensity distribution resembling a three-pulse sequence. The “real
image” shows a magnified, inverted picture. (b) The temporal imaging configuration. A
GVD medium on either side of the time lens represents a dispersive length characterized
by dk′′. The “image” is a reversed, expanded three pulse sequence. Instead of a GVD bulk
medium, grating or prism sequences can also be placed in front and behind the lens. This
will be discussed in Chapter 2. (Adapted from [27].)

In the space domain, Fig. 1.9(a), we propagate the field from the object plane
at z = 0 (transverse coordinate x′) through the lens (coordinate x̃) to the observation
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plane (coordinate x). In paraxial approximation the transfer function of a thin lens

τ(x̃) = eikx̃2/(2 f ) (1.201)

adds a quadratic phase to the field at x̃. The two propagation steps can be described
using the Fresnel integral Eq. (1.194)

ũ(x̃,z = d1) ∝
∫ ∞

−∞

ũ0(x′)e−i k1
2d1

(x̃−x′)2
dx′ (1.202)

and

ũ(x,z = d1 + d2) ∝
∫ ∞

−∞

ũ(x̃,z = d1)τ(x̃)e−i k2
2d2

(x−x̃)2
dx̃, (1.203)

where k1,2 = 2πn1,2/λ = kn1,2 are the propagation constants in the medium in front
and behind the lens, respectively.

Let us evaluate this image problem for a point source in the object plane at
x′0, ũ0(x′) = u0δ(x′ − x′0). This allows us to carry out the integration over x′ in
Eq. (1.194) to obtain ũ(x̃,d1). Inserting this result and the lens transmission function
Eq. (1.201) into the second propagation integral yields

ũ(x,z = d1 + d2) ∝
∫ ∞

−∞

u0ei k
2 f x̃2

e−i k1
2d1

(x̃−x′0)2
e−i k2

2d2
(x−x̃)2

dx̃. (1.204)

The terms of the phase φ in the integrand u0eiφ can be rearranged:

φ =
1
2

(
k
f
−

k1

d1
−

k2

d2

)
x̃2 +

(
k1

d1
x′0 +

k2

d2
x
)
−

(
k1

2d1
x′20 +

k2

2d2
x2

)
(1.205)

Within the framework of geometric optics and the paraxial approximation the image
of a point object is a point and the lens aperture (integration limits) is infinitely
large. The integral Eq. (1.204) produces a Delta function

ũ(x,z = d1 + d2) ∝ u0

∫ ∞

−∞

e
i
(

k1
d1

x′0+
k2
d2

x
)
x̃
dx̃ ∝ u0 δ

(
k1

d1
x′0 +

k2

d2
x
)

(1.206)

if the phase term quadratic in x̃2, cf. Eq. (1.205) vanishes. This requires k1/d1 +

k2/d2 = k/ f . After dividing by k we recognize the standard form of the well known
imaging equation from geometric optics relating object and image distance to the
focal length of the lens

n1

d1
+

n2

d2
=

1
f
. (1.207)

From the argument of the Delta function we find for the transverse magnification
of an extended object M = −n1d2/(n2d1). (Note an object extending from x = 0 to
x0 produces an image bounded by x′ = 0 and x′0.)
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diffraction dispersion
coordinate x t

propagator e−i k`
2d x2

e
i 1

2k′′
`

d t2

k`
d − 1

k′′
`

d

lens eik x2
2 f e−ia t2

2 fT

Table 1.2: Corresponding terms of Fresnel diffraction and second-order dispersion
(GVD).

We now want to translate the spatial imaging problem to the time domain, see
Fig. 1.9(b). The equivalent of a lens with transmission function eikx2/(2 f ) is a qua-
dratic phase modulator in time described by e−iat2/(2 fT ). Propagation (diffraction)
from the object to the lens to the image plane is replaced by quadratic dispersion
(GVD) in front and behind the lens. The dispersion can be introduced by propaga-
tion through a material with GVD or other optical elements as will be discussed in
Chapter 2.

In principle we could now repeat the derivation of Eq. (1.207) for time imaging.
Since the mathematical structure of the propagation equations in space and time are
identical as pointed out previously we can simply use the equivalencies summari-
zed in Table 1.2. After replacing the terms in the imaging equation, Eq. (1.207) we
obtain for the time-lens

1
d1k′′1

+
1

d2k′′2
=

a
fT
. (1.208)

The “magnification” in time is MT = −k′′2 d2/(k′′1 d1).
In this “temporal lens formula”, d1,2k′′1,2 are the dispersion characteristics of the

object and image side, respectively, and a/ fT = −d2Φ(t)/dt2 is the quadratic phase
modulation impressed by the modulator determining the “focal length” of the time
lens. As in optical imaging, to achieve large magnification with practical devices,
short focal lengths are desired. For time imaging this translates into a short focal
time fT which in turn requires a suitably large phase modulation.

Note that the real image of an object can only be recognized on a screen located
at a specific distance from the lens, i.e., in the image plane. At any other distance
the intensity distribution visible on a screen does usually not resemble the object.
Likewise, the dispersive element broadens each individual pulse (if we assume zero
input chirp). It is only after the time lens and a suitably designed second dispersive
element that a “pulse train” with the same contrast as the input (but stretched or
compressed) emerges.
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1.7 Gaussian beams and Gaussian pulses

An important particular solution of the wave equation within the paraxial approx-
imation is the Gaussian beam (see, e.g., [28]). In order to understand better the
space-time analogy for Gaussian beams/pulses, the derivation for the diffraction
problem is sketched below.

1.7.1 Gaussian beams

We look for a solution to the time-free paraxial wave equation:

∂ũ
∂z

+
i

2k`

(
∂2ũ
∂x2 +

∂2ũ
∂y2

)
= 0 (1.209)

of the form:

ũ(x,y,z) = u0e
−i

[
P(z)+ k`

2q̃(z) (x2+y2)
]
= u0eiΓ (1.210)

The spatial derivatives needed in Eq. (1.209) are:

∂ũ
∂z

=

(
−i

dP
dz

+ i
k`r2

2q̃2

dq̃
dz

)
u0eiΓ, (1.211)

and
∂2ũ
∂x2 +

∂2ũ
∂y2 =

−2i
k`
q̃
−

k2
`

q̃2 r2

u0eiΓ, (1.212)

where r2 = x2 + y2. Inserting the derivatives into the wave equation (1.209) and
ordering with respect to terms proportional to r0 and r2 yields:(

−i
dP
dz

+
1
q̃

)
r0u0eiΓ +

ik`
2q̃

(
dq̃
dz
−1

)
r2u0eiΓ = 0 (1.213)

To satisfy this equation for all r the terms in braces must vanish. This condition
produces a set of differential equations for P(z) and q̃(z):

i
dP
dz

=
1
q̃

(1.214)

dq̃
dz

= 1 (1.215)

The last equation gives:
q̃(z) = q0 + z = iρ0 + z (1.216)
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For reasons that will become obvious below we chose the z axis such that q̃ is
purely imaginary at z = 0. We split 1/q̃ in a real and an imaginary part:

1
q̃(z)

=
1

R(z)
−

i
ρ(z)

(1.217)

Evaluating the real and imaginary parts of Eq. (1.217) separately yields:

R(z) = z +ρ2
0/z (1.218)

and
ρ(z) = ρ0(1 + z2/ρ2

0). (1.219)

With q̃(z) known Eq. (1.214) can now be integrated, leading to

P(z) = −i ln
(
q0 + z

q0

)
and

e−iP =
q0

q0 + z
=

1
1− i z

ρ0

=
1√

1 + z2

ρ2
0

eiΘ(z), (1.220)

where Θ is the Guoy phase shift,

Θ = Θ(z) = arctan(z/ρ0). (1.221)

q̃(z) according to Eq. (1.217) and Eq. (1.220) are now inserted into our ansatz for
the field, Eq. (1.210), which produces:

ũ(r,z) =
u0√

1 + z2/ρ2
0

e−i k`r2

2R(z) e−
k`r2

2ρ(z) eiΘ(z) (1.222)

The physical meaning of the real and imaginary part of 1/q̃ becomes clear now -
R(z) is the radius of curvature of the wavefront and ρ(z) is related to the radius of
the lateral field distribution. Often it is convenient to introduce a beam radius w at
which the field has dropped to 1/e of its maximum at r = 0

w2(z) =
2
k`
ρ(z) =

λ

π
ρ(z). (1.223)

With this substitution the Gaussian beam evolution is completely describes by

ũ(r,z) = u0
w0

w(z)
e−i kr2

2R(z) e−
(

r
w(z)

)2

eiΘ(z) (1.224)
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Figure 1.10: Parameters of Gaussian beams

with

R(z) = z

1 +
ρ2

0

z2


and

w2(z) = w2
0

1 +
z2

ρ2
0

 ,
where

ρ0 =
π

λ
w2

0

is the Rayleigh range with 2ρ0 being the confocal parameter, and w0 is the beam
waist.

Optical beams described by Eq. (1.224) exhibit a Gaussian intensity profile
transverse to the propagation direction with w(z) as a measure of the beam diameter,
as sketched in Fig. 1.10. The origin of the z-axis (z = 0) is chosen to be the position
of the beam waist w0 = w(z = 0). The radius of curvature of planes of constant
phase is R(z). Its value is infinity at the beam waist (plane phase front)4 and at
z =∞. For −ρ0 ≥ z ≤ ρ0, the beam size is within the limits w0 ≤ w ≤

√
2w0. Given

the amplitude u0 at a given beam waist and wavelength λ, the field at an arbitrary
position (x,y,z) is completely predictable by means of Eqs. (1.222) to (1.224).

4The phase term Θ(z) in Eq. (1.222) takes on a constant value and need not be considered for
z� ρ0. A Gaussian beam at the position of its waist must not be confused with a plane wave [29].
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1.7.2 Gaussian pulses

The similarity of the equations governing diffraction and pulse propagation in a
GVD medium again suggest that a particular solution to the latter is a Gaussian
pulse with chirp. To find such a solution to the wave equation

∂Ẽ

∂z
−

ik′′`
2

(
∂2Ẽ

∂t2

)
= 0 (1.225)

we make now an ansatz similar to Eq. (1.210) of the form

Ẽ(z, t) = E0e−i
[
Q+ 1

2p̃ t2
]
. (1.226)

The complex p̃ parameter replaces the complex q̃ parameter of Gaussian beams
and, as in Eq. (1.217), is split into a sum of a real and an imaginary part:

1
p̃(z)

=
1

RT (z)
−

i
σ(z)

. (1.227)

We choose the z axis such that at z = 0 p̃0 = iσ0 is purely imaginary (RT (z = 0) =

∞). Deriving the solutions for e−iQ(z), RT (z) and σ(z) is straightforward with the
procedure used for Gaussian beams and left to a problem at the end of this chapter.
For the complex p̃ parameter we obtain for example:

p̃(z) = iσ0− k′′` z. (1.228)

These solutions used in Eq. (1.226) describe the propagation of a pulse with a
Gaussian envelope in a GVD medium:

Ẽ(z, t) =
Ẽ0

4
√

1 +
(
k′′
`

z/σ0
)2

e−i t2
2RT (z) e−

t2
2σ(z) e−

i
2 Θ(z) (1.229)

with

RT (z) = −k′′`

1 +
σ2

0

(k′′
`

z)2

 , (1.230)

σ(z) = σ0

1 +
(k′′` z)2

σ2
0

 , (1.231)

and

Θ(z) = arctan
(k′′` z

σ0

)
. (1.232)
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If we compare Eqs. (1.229) and (1.41) we recognize that 2σ is related to the pulse
duration

σ = 2τ2
G = τ2

p/(2 ln2)

and RT to the pulse chirp
1

RT
= −ϕ̈.

An unchirped pulse at z = 0 can only increase its duration when propagating in a
GVD medium independent of the sign of k′′` . This is the time equivalent of beam
widening due to diffraction starting from the beam waist. The pulse develops a
quadratic phase modulation (linear chirp), which corresponds to a quadratic phase
factor describing a finite phase front curvature of a Gaussian beam. In the far
field (|z| � ρ0) the beam expands linearly with z. Likewise the pulse duration is
proportional to z if |k′′` z| � τG0.

1.7.3 Matrices for the complex beam and pulse parameters

We saw that the complex beam parameter q̃ concatenates the information on beam
width w and radius of curvature of the phase front R in a single complex quantity
for Gaussian beams:

1
q̃

=
1
R
− i

λ

πw2 (1.233)

Likewise the interrelated pulse parameters duration τG and chirp ϕ̈ were lumped
into the complex pulse parameter p̃. This time equivalent of the q̃ parameter was:

1
p̃

= −ϕ̈−
2i
τ2

G

(1.234)

The propagation of Gaussian beams over distances and the action of focusing
elements such as lenses and mirrors are conveniently described using 2×2 matrices
known from ray optics. A sequence of such elements is the product matrix, also
called system matrix. Table 1.3, second column, shows the matrix for propagation
of a distance d through a medium with index n and a thin lens of focal length f .

Let us assume the Gaussian beam parameters, that is q̃1, are known in a plane
Σ1. The task is to find the Gaussian beam, that is q̃2, in a plane Σ2. The two
planes are separated by an optical system that can be described by an ABCD system
matrix. It turns out that the complex beam parameters of input and output beam
are simply related by

1
q̃2

=
C + D/q̃1

A + B/q̃1
. (1.235)

From our previous discussion we expect that corresponding matrices exist that
describe the modifications of a Gaussian pulse when propagating through GVD
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element space time

distance
(
1 d/n
0 1

) (
1 −k′′` d
0 1

)

lens
(

1 0
−1/ f 1

) (
1 0

a/ fT 1

)

Table 1.3: Optical matrices for displacement and lens, and their analogs in time. Note that
for the time lens a/ fT = −Φ̈, where Φ(t) is a quadratic phase introduced by a modulator.

elements and (time) lenses. Indeed, we just need to substitute the corresponding
quantities suggested by the imaging equations (1.207) and (1.208) and Table 1.2 in
the optical matrices. The result is shown in the right column of Table 1.3.

As an example, let us analyze an “imaging” geometry similar to Fig. 1.9 now
using Gaussian beams. A lens of focal length f transforms a Gaussian beam with a
waist located a distance d1 in front of it to a Gaussian beam with waist at the image
distance d2. The beam parameters just in front and behind the lens are related to
each other

1
q̃′

=
Cq̃ + D
Aq̃ + B

= −
1
f

+
1
q̃
, (1.236)

where we used the elements of the lens matrix from Table 1.3. From our previous
discussion, cf. Eq. (1.216), we can write the q̃ parameters in terms of the Rayleigh
lengths ρ0,ρ

′
0 and the distance to the beam waist d1,d2:

1
q̃

=
1

iρ0 + d1
(1.237)

and
1
q̃′

=
1

iρ′0−d2
. (1.238)

This together with Eq. (1.236) produces the imaging equation for Gaussian beams:

1
d1 + iρ0

+
1

d2− iρ′0
=

1
f

(1.239)

Unlike in geometric optics object and image “size” (w0 and w′0) enter explicitly
through the Rayleigh range. This is a consequence of diffraction.

The equivalent situation in time is a bandwidth-limited Gaussian pulse a dis-
tance d1 in front of a time lens (quadratic phase modulator) with equivalent focal
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time
lens

d2

(b) dispersion, 𝑘𝑘2′′
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�𝑞𝑞 �𝑞𝑞’d2

Figure 1.11: Focusing of (a) a Gaussian beam with its waist at the lens and (b) a Gaussian
bandwidth-limited pulse.

“length” fT . A Gaussian bandwidth limited pulse emerges a distance d2 after the
lens. The image equation is obtained as above using Eq. (1.228) and the right
column of Table 1.3:

1
k′′1 d1− iσ0

+
1

k′′2 d2 + iσ′0
=

a
fT

(1.240)

Table 1.4 summarizes our comparison of Gaussian beam and pulse propagation.
As an example, Fig. 1.11 illustrates the analogy of focusing a Gaussian beam

and pulse compression. Let us assume that in both cases the incident field distribu-
tion is bandwidth-limited. The complex beam, pulse parameters at the lens input -
beam waist, unchirped pulse - are thus q̃ = iρ0 and p̃ = −iσ0, respectively. For the
case of the time-lens we obtain from Eq. (1.240) for the complex pulse parameter
in the image plane:

1
p̃

=
1

k′′
`

d2
=

a
fT

+
1

iσ0
(1.241)

The real part of this equation yields the image distance

k′′` d2 =
fT
a

1

1 +
[
fT/(aσ0)

]2 , (1.242)

and the imaginary part produces the pulse duration

τ′2G = 2σ′0 == τ2
G

1

1 +
(
2aτ2

G/ fT
)2 , (1.243)

Similarly we find the position of the beam waist after the lens to be at:

d2 = f
1

1 + ( f /ρ0)2 . (1.244)
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Gaussian pulse Gaussian beam

bandwidth-limited pulse at z = 0 beam waist at z = 0
(unchirped pulse) (plane phase fronts)

Ẽ0(t) ∝ e−(t/τG0)2

Ẽ0(Ω) ∝ e−(τG0Ω/2)2
ũ0(x) ∝ e−(x/w0)2

ũ0(kx) ∝ e−(kxw0/2)2

propagation through a medium of free-space propagation over
length L (dispersion) distance L (diffraction)

Ẽ(Ω,L) ∝ exp

−(
τG0Ω

2

)2

− i
k′′` LΩ2

2


Ẽ(t,L) ∝ exp

−(1 + iā)
(

t
τG

)2
∝ exp

[
−i

t2

2p̃(L)

]
ā = L/Ld

τG(L) = τG0

√
1 + ā2

ũ(kx,L) ∝ exp

−(
w0kx

2

)2

+ i
Lkx

2

2k`


ũ(x,L) ∝ exp

[
−(1 + ib̄)

( x
w

)2
]

∝ exp
[
−ik`

x2

2q̃(L)

]
b̄ = L/ρ0

w(L) = w0

√
1 + b̄2

chirp coefficient (slope)

ϕ̈ =
2ā

1 + ā2
1
τ2

G0

wavefront curvature

1
R

=
b̄

1 + b̄2

1
ρ0

characteristic (dispersion) length

Ld =
τ2

G0

2k′′
`

characteristic (Rayleigh) length

ρ0 =
nπw2

0

λ`
=

k`w2
0

2

complex pulse parameter complex beam parameter

1
p̃(L)

= −ϕ̈(L)−
2i

τ2
G(L)

1
q̃(L)

=
1

R(L)
−

iλ`
πw2(L)

transformation of p̃ between conjugate planes
of a time lens (transfer function e−iat2/(2 fT ))

transformation of q̃ between conjugate planes
of a lens (transfer function eikr2/(2 f ))

1/k′′1
d1− iLd

+
1/k′′2

d2 + iL′d
=

a
fT

n1

d1 + iρ0
+

n2

d2− iρ′0
=

1
f

Table 1.4: Comparison of Gaussian pulses and Gaussian beams: dispersion versus dif-
fraction
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In both cases the image planes are not in the focal planes of the lenses, but further
away from the lens. This is contrary to the geometric optics case discussed pre-
viously, cf. Eqs. (1.207) and (1.208). If self-diffraction can be neglected over the
focal distance, ρ0 � f , we reproduce d2 = f . The corresponding condition for the
time lens is that the pulse duration is much larger than the “focal time” of the lens
(modulator), τG �

√
fT/a.

Figure 1.11 and Eq. (1.243) suggest the possibility of pulse compression, which
will be discussed in detail in later chapters. The time-lens (modulator) impresses
a linear chirp onto the bandwidth-limited input pulse resulting in spectral broade-
ning while keeping the pulse duration unchanged. The bandwidth in excess over
the Fourier limit allows the pulse to shorten while propagating through the dis-
persive medium on the image side until it reaches the image plane where it is
bandwidth-limited again but of shorter duration. The conjugate (image) plane is to
the right of the lens only if a/ fT and k′′` have the same sign. If the lens produces
up (down) chirp, negative (positive) GVD on the image side is necessary for chirp
compensation.

In practice, electronically driven modulators are not able to reach the modula-
tion speeds and amplitudes required for shaping fs pulses. One possible approach
to create a large phase modulation is cross-phase modulation, in which a properly
shaped powerful “pump” pulse creates a large index sweep (quadratic with time)
in the material of the “time lens”. Another approach is to use sum or difference fre-
quency generation to impart the linear chirp of one pulse into the pulse to be “ima-
ged”. The linear chirp can be obtained by propagating of a strong pulse through
a fiber. A detailed review of this “parametric temporal imaging” can be found in
refs. [27,30]. The time-equivalent of a long propagation distance (large diffraction)
is a large dispersion, which can be obtained with a pair of gratings, see Chapter 2.

While we treated here dispersion and diffraction separately they occur simulta-
neously when pulses propagate. We will discuss this and the corresponding optical
matrices in Chapter 2.

1.8 Space–time effects in non-dispersive media

For very short pulses a coupling of spatial and temporal effects becomes important
even for propagation in a nondispersive medium. The physical reason is that self–
diffraction of a beam of finite transverse size (e.g., Gaussian beam) is wavelength
dependent. A separation of time and frequency effects according to Eqs. (1.188)
and (1.189) is clearly not feasible if such processes matter. One can construct a
solution by solving the diffraction integral (1.192) for each spectral component.
The superposition of these solutions and an inverse Fourier–transform then yields
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the temporal field distribution. Starting with a field Ẽ(x′,y′,Ω) = F
{
Ẽ(x′,y′, t)

}
in

a plane Σ′(x′,y′) at z = 0 we find for the field in a plane Σ(x,y) at z = L:

Ẽ(x,y,L, t) = F −1
{

iΩe−iΩL/c

2πcL

∫ ∫
dx′dy′ Ẽ(x′,y′,Ω)

×exp
[
−i

Ω

2Lc

(
(x− x′)2 + (y− y′)2

)]}
(1.245)

where we have assumed a nondispersive medium with refractive index n = 1. So-
lutions can be found by solving numerically Eq. (1.245) starting with an arbitrary
pulse and beam profile at a plane z = 0. Properties of these solutions were discussed
by Christov [31]. They revealed that the pulse becomes phase modulated in space
and time with a pulse duration that changes across the beam profile. Due to the
stronger diffraction of long–wavelength components the spectrum on axis shifts to
shorter wavelengths.

For a Gaussian beam and pulse profile at z = 0, i.e.,

Ẽ(x′,y′,0, t) ∝ exp
(
−r′2/w2

0

)
exp

(
−t2/τ2

G0

)
exp(iω`t)

with r′2 = x′2 + y′2, the time–space distribution of the field at z = L is of the
form [31]:

Ẽ(r,z = L, t) ∝ exp
− η2

τ2
G

exp

(−w0ω`τG0

2LcτG
r
)2exp

iω`τ2
G0

τ2
G

η

 (1.246)

where
τ2

G = τ2
G0 + [w0r/(Lc)]2 (1.247)

and η =
[
t−L/c− r2/(2Lc)

]
. This result shows a complex mixing of spatial and

temporal pulse and beam characteristics. The first term in Eq. (1.246) indicates a
pulse duration that increases with increasing distance r from the optical axis. For
an order of magnitude estimation let us determine the input pulse duration τG0 at
which the pulse duration has increased to 2τG0 at a radial coordinate r = w after
the beam has propagated over a certain distance L >> ρ0. From Eq. (1.247) this is
equivalent to τG0 = w0r/(Lc). For r = w with w≈ Lλ/(πw), cf. Eq. (1.219), the pulse
duration becomes τG0 ≈ λ/(πc). Obviously, these effects become only important if
the pulses approach the single-cycle regime.

Problems

1. Verify the cB factors of the pulse–duration–bandwidth–product of a Gaussian
and sech-pulse as given in Table 1.1.



64 CHAPTER 1. FUNDAMENTALS

2. Calculate the pulse duration τ̄p defined as the second moment in Eq. (1.57)
for a Gaussian pulse and compare with τp (FWHM).

3. Consider a medium consisting of particles that can be described by harmonic
oscillators so that the linear susceptibility in the vicinity of a resonance is gi-
ven by Eq. (1.165). Investigate the behavior of the phase and group velocity
in the absorption region. You will find a region where 3g > 3p. Is the theory
of relativity violated here?

4. Assume a Gaussian pulse which is linearly chirped in a phase modulator
that leaves its envelope unchanged. The chirped pulse is then sent through
a spectral amplitude–only filter of spectral width (FWHM) ∆ωF . Calculate
the duration of the filtered pulse and determine an optimum spectral width of
the filter for which the shortest pulses are obtained. (Hint: For simplification
you may assume an amplitude only filter of Gaussian profile, i.e., H̃(ω−ω) =

exp
[
− ln2

(
ω−ω
∆ωF

)2
]

. )

5. Derive the general expression for dn/dΩn in terms of derivatives with respect
to λ.

6. Assume that both the temporal and spectral envelope functions E(t) and
E(Ω), respectively, are peaked at zero. Let us define a pulse duration τ∗p
and spectral width ∆ω∗p using the electric field and its Fourier transform by

τ∗p =
1

|E(t = 0)|

∫ ∞

−∞

|E(t)|dt

and

∆ω∗p =
1

|E(Ω = 0)|

∫ ∞

−∞

|E(Ω)|dΩ.

Show that for this particular definition of pulse duration and spectral width
the uncertainty relation reads

τ∗p∆ω∗p ≥ 2π.

7. Derive Eqs. (1.71) and (1.72). Hint: Make use of Parsival’s theorem

2π
∫ ∞

−∞

| f (t)|2dt =

∫ ∞

−∞

| f (Ω)|2dΩ

and the fact that F {t f (t)} = −i d
dΩ
F { f (t)}.
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8. Repeat the steps shown in the text for Gaussian beam propgation to derive
the equivalent relations for Gaussian pulses, Eqs. (1.229) to (1.232).

9. A polarization — to second order in the electric field — is defined as P(2)(t)∝
χ(2)E2(t). We have seen that the preferred representation for the field is the
complex quantity E+(t) = 1

2E(t)exp
[
i(ωt +ϕ(t)

]
. Give a convenient descrip-

tion of the nonlinear polarization in terms of E+(t), E(t) and ϕ(t). Consider
in particular second harmonic generation and optical rectification. Explain
the physics associated with the various terms of P(2) (or P+(2), if you can
define one).

10. Starting from the one–dimensional wave equation (1.80), show that the slowly–
varying envelope approximation corresponds essentially to neglecting self-
induced reflection.
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Chapter 2

Femtosecond Optics

2.1 Introduction

Whether short pulses or continuous radiation, light should follow the rules of ”clas-
sical optics”. There are, however, some properties related to the bending, propa-
gation, and focalization of light that are specific to fs pulses. Ultrashort pulses are
more “unforgiving” of some “defects” of optical systems, as compared to ordinary
light of large spectral bandwidth, i.e., white light.1 Studying optical systems with
fs pulses helps in turn to improve the understanding and performances of these sy-
stems in white light. We will study properties of basic elements (coatings, lenses,
prisms, gratings) and some simple combinations thereof. The dispersion of the in-
dex of refraction is the essential parameter for most of the effects to be discussed
in this chapter. Some values are listed for selected optical materials in Table 2.1.
As already noted in Chapter 1, the second derivative of the index of refraction is
positive over the visible spectrum for most transparent materials, corresponding to
a positive group velocity dispersion (GVD). There is a sign reversal of the GVD in
fused silica around 1.3 µm, which has led to zero dispersion or negative dispersion
fibers.

Often a transparent material will be characterized by a fit of the index of re-
fraction as a function of wavelength. Values for most nonlinear materials can be
found in ref. [1]. A common form is the Sellmeier equation:

n2(λ`) = 1 +
B1λ

2
`

λ2
`
−C1

+
B2λ

2
`

λ2
`
−C2

+
B3λ

2
`

λ2
`
−C3

(2.1)

1Such light can be regarded as superposition of random fluctuations (short light pulses), the mean
duration of which determines the spectral width. A measurement of the light intensity, however,
averages over these fluctuations.

69
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In the case of fused silica, the parameters are1:

B1 6.96166300 ·10−1 µm−2

B2 4.07942600 ·10−1 µm−2

B3 8.97479400 ·10−1 µm−2

C1 4.67914826 ·10−3 µm2

C2 1.35120631 ·10−2 µm2

C3 9.79340025 ·10+1 µm2

with the wavelength λ` expressed in microns. Another example of a possible fit
function is the Laurent series formula:

n2(λ`) = A + Bλ2
` +

C
λ2
`

+
D
λ4
`

+
E
λ6
`

+
F
λ8
`

(2.2)

For crystalline quartz with extraordinary and ordinary index ne and no, respectively,
the parameters are2:

Parameter for ne for no Unit
A 2.38490000 ·10+0 2.35728000 ·10+0

B −1.25900000 ·10−2 −1.17000000 ·10−2 µm−2

C 1.07900000 ·10−2 1.05400000 ·10−2 µm2

D 1.65180000 ·10−4 1.34143000 ·10−4 µm4

E −1.94741000 ·10−6 −4.45368000 ·10−7 µm6

F 9.36476000 ·10−8 5.92362000 ·10−8 µm8

The wavelength λ` being expressed in microns.
An interesting material for its very high index in the visible–near infrared is

ZnS. The first and second order dispersion are plotted in Fig. 2.1.
We shall start this chapter with an analysis of a simple Michelson interferome-

ter.

2.2 White light and short pulse interferometry

Incoherent radiation has received increasing attention as the poor man’s fs source
(even the wealthiest experimentalist will now treat bright incoherent sources with
a certain amount of deference). The similarities between white light and fem-
tosecond light pulses are most obvious when studying coherence properties, but
definitely transcend the field of coherent interactions.

2The values for fused silica and quartz are courtesy of CVI, Albuquerque, New Mexico
(www.cvi.com).
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material λ` n(ω`) n′(ω`) n′(λ`) n′′(ω`) n′′(λ`) n′′′(ω`) n′′′(λ`)
10−2 10−2 10−3 10−4

[nm] [fs] [µm−1] [fs2] [µm−2] [fs3] [µm−3]
BK7 400 1.5307 1.13 -13. 3.0 1.10 6.9 -12.

500 1.5213 0.88 -6.6 2.3 .396 7.7 -3.5
620 1.5154 0.75 -3.6 1.6 .150 13 -1.1
800 1.5106 0.67 -2.0 0.06 0.05 39 -.29

1000 1.5074 0.73 -1.4 -3.2 0.016 114 -.09
SF6 400 1.8674 5.8 -67. 30 7.40 214 -120

500 1.8236 3.7 -28. 16 2.00 86 -21.
620 1.8005 2.7 -13. 12 .70 50 -5.3
800 1.7844 2.0 -5.9 8 .22 56 -1.2

1000 1.7757 1.71 -3.2 4 0.08 115 -.36
SF10 400 1.7784 4.6 -54. 24 5.9 183 -98.

500 1.7432 3.0 -22. 13 1.6 69 -17.
620 1.7244 2.2 -11. 9 .56 42 -4.2
800 1.7112 1.7 -5.0 6 .17 58 -1.0

1000 1.7038 1.5 -2.8 2 0.06 132 -0.3
SF14 400 1.8185 5.3 -62. 27 6.8 187 -10.9

500 1.7786 2.8 -25. 15 1.9 85 -2.0
620 1.7576 2.5 -12. 10 .63 50 -4.8
800 1.7430 1.8 -5.5 7 .20 54 -1.1

1000 1.7349 1.6 -3.0 3.4 0.072 110 -.33
SQ1 248 1.5121 2.36 -72. 11 15. 76 -520.

308 1.4858 1.35 -27. 4.1 3.3 23 -66.0
400 1.4701 0.93 -11. 2.3 .86 6 -9.80
500 1.4623 0.73 -5.5 1.8 .32 6 -2.80
620 1.4574 0.62 -3.0 1.2 .13 13 -0.89
800 1.4533 0.58 -1.7 -0.4 0.04 41 -0.24

1000 1.4504 0.67 -1.3 -3.8 0.012 121 -0.08
1300 1.4469 1.0 -1.1 -14 -.0003 446 -0.02
1500 1.4446 1.4 -1.2 -27 -.0031 915 -0.01

LaSF9 620 1.8463 2.28 -11.2 9.04 .50
800 1.8326 1.76 -5.20 5.79 .17

ZnSe 620 2.586 14.24 -30. 117.3 2.0 -15.
800 2.511 8.35 -15. 63.3 0.69 -3.

Table 2.1: Dispersion parameters for some optical materials. BK7 is the most commonly
used optical glass. The SF. . . are dispersive heavy flint glasses. SQ1 is fused silica. The dis-
persion parameters for the glasses were calculated with Sellmeir’s equations and data from
various optical catalogs. The data for the UV wavelengths must be considered as order of
magnitude approximations. The ZnSe data are taken from Ref. [2]. Using Eqs. (1.124)–
(1.128), the dispersion values given in terms of n(Ω) can easily be transformed into the
corresponding values for k(Ω).
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Figure 2.1: First order dispersion in µm−1 (left) and second order dispersion in µm−2

(right) of ZnS.

S
Ref

Ref1

D

(b)

D

(a)τ τ

Figure 2.2: Left: balanced Michelson interferometer. Right: for the measurement of mir-
ror dispersion, a reflecting sample is inserted between the beam splitter and the reference
mirror Ref. (dotted line). The deflected beam is shown as a dashed line orthogonal to the
displaced reference mirror Ref1.

Let us consider the basic Michelson interferometer sketched in Fig. 2.2. The
real field on the detector, resulting from the interferences of E1 and E2, is E =

E1(t−τ)+ E2(t) with τ being the delay parameter. The intensity at the output of the
interferometer is given by the electric field squared averaged over one light period
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T [Eq. (1.29)]:

I(t, τ) = ε0cn
1
T

∫ t+T/2

t−T/2
[E1(t′−τ) + E2(t′)]2dt′

= 2ε0cn[Ẽ+
1 (t−τ) + Ẽ+

2 (t)][Ẽ−1 (t−τ) + Ẽ−2 (t)]

=
1
2
ε0cn

{
E2

1(t−τ) +E2
2(t)

+ Ẽ∗1(t−τ)Ẽ2(t)eiω`τ + Ẽ1(t−τ)Ẽ∗2(t)e−iω`τ
}
. (2.3)

Here again, we have chosen to decompose the field in an amplitude function Ẽ and
a phase function centered around a somewhat arbitrary average frequency of the
radiation, ω`, as in Eqs. (1.18) and (1.19).

The actual signal recorded at the output of the interferometer is the intensity,
Ī, averaged over the response time τR of the detector. In the case of ultrashort
pulses τR� τp holds and what is being measured is the time integral

∫ +∞

−∞
I(t′, τ)dt′.

We will use the notation 〈 〉 for either integration or averaging, which results in a
quantity that is time independent. Assuming thus that all fluctuations of the signal
are averaged out by the detector’s slow response, the measured signal reduces to
the following expression:

Ī(τ) =
ε0cn

4

{
〈Ẽ2

1〉+ 〈Ẽ
2
2〉+

〈
Ẽ∗1(t−τ)Ẽ2(t)eiω`τ + Ẽ1(t−τ)Ẽ∗2(t)e−iω`τ

〉}
= ε0cn

{
A11(0) + A22(0) + Ã+

12(τ) + Ã−12(τ)
}
. (2.4)

On the right hand side of the first line in Eq. (2.4) we recognize correlation functi-
ons similar to that in Eq. (1.39), except that they involve the electric fields rather
than the intensities. In complete analogy with the definitions of the complex elec-
tric fields, the two complex functions correspond to positive and negative spectral
components3 of a correlation function A12(τ) = Ã+

12(τ) + Ã−12(τ), where, e.g., the
positive frequency component is defined as:

Ã+
12(τ) =

1
4
〈Ẽ∗1(t−τ)Ẽ2(t)eiω`τ〉

=
1
2
Ã12(τ)eiω`τ (2.5)

The Fourier transform of the correlation of two functions is the product of the
Fourier transforms [3]:

3Spectrum is defined here with respect to the conjugate variable of the delay parameter τ.
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Ã+
12(Ω) =

∫ ∞

−∞

Ã+
12(τ)e−iΩτdτ =

∫ ∞

−∞

Ã12(τ)e−i(Ωτ−ω`)dτ

=
1
4
Ẽ∗1(Ω−ω`)Ẽ2(Ω−ω`)

= Ẽ∗1(Ω)Ẽ2(Ω) (2.6)

In the ideal case of infinitely thin beam splitter, nondispersive broadband reflec-
tors and beam splitters, Ẽ1 = Ẽ2, and the Fourier transform (2.6) is real. Corre-
spondingly, the correlation defined by Eq. (2.5) is an electric field autocorrelation
which is a symmetric function with respect to the delay origin τ = 0. This fun-
damental property is of little practical importance when manipulating data from
a real instrument, because, in the optical time domain, it is difficult to determine
exactly the “zero delay” point, which requires measurement of the relative delays
of the two arms with an accuracy better than 100 Å. It is therefore more convenient
to use an arbitrary origin for the delay τ, and use the generally complex Fourier
transformation of Eq. (2.6).

For an ideally balanced interferometer, the output from the two arms is identi-
cal, and the right–hand side of Eq. (2.6) is simply the spectral intensity of the light.
This instrument is therefore referred to as a Fourier spectrometer.

Let us turn our attention to the slightly “unbalanced” Michelson interferometer.
For instance, with a single beam splitter of finite thickness d′, the beam 2 will have
traversed L = d′/cos(θr) = d (θr being the angle of refraction) more glass than
beam 1 (Fig. 2.2). It is well known that the “white light” interference fringes are
particularly elusive, because of the short coherence length of the radiation, which
translates into a very restricted range of delays over which a fringe pattern can
be observed. How will that fringe pattern be modified and shifted by having one
beam traverse a path of length 2d in glass rather than in air (assumed here to be
dispersionless)? Let Ẽ1(t) refer to the field amplitude at the detector, corresponding
to the beam that has passed through the unmodified arm with the least amount of
glass. Using Eq. (1.177) with R = 1, Ψ(Ω) = k(Ω)L and considering only terms
with n ≤ 2 in the expansion of Ψ, cf. Eq. (1.179), we find the second beam through
the simple transformation:

Ẽ2(Ω) = Ẽ1(Ω)exp {−iL [k(Ω)−Ω/c]}

≈ Ẽ1(Ω)exp
{
−i

[(
k` −

Ω

c

)
L + k′`L(Ω−ω`) +

k′′` L

2
(Ω−ω`)2

]}
(2.7)

where, as outlined earlier, (k′`)
−1 =

([
dk
dΩ

]
ω`

)−1
determines the group velocity of a
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wave packet centered around ω` and k′′` =
[

d2k
dΩ2

]
ω`

is responsible for group velo-
city dispersion (GVD). The time dependent electric field is given by the Fourier
transform of Eq. (2.7). Neglecting GVD we find for the complex field envelope:

Ẽ2(t) = e−i(k`+k′
`
ω`)LẼ1

[
t− (k′` −1/c)L

]
. (2.8)

Apart from an unimportant phase factor the obvious change introduced by the glass
path in one arm of the interferometer is a shift of time origin, i.e., a shift of the
maximum of the correlation. This is a mere consequence of the longer time needed
for light to traverse glass instead of air. The shift in “time origin” measured with
the “unbalanced” versus “balanced” Michelson is

∆τ =

(
k′` −

1
c

)
L

=
L
c

(n−1) +ω`

[
dn
dΩ

]
ω`


=

L
c

(n−1)−λ`

[
dn
dλ

]
λ`

 , (2.9)

where we replaced k′` by Eq. (1.127). The first term in the right-hand side of the se-
cond and third equation represents the temporal delay resulting from the difference
of the optical pathlength in air (n ≈ 1) and glass. The second term contains the
contribution from the group velocity in glass. In the above derivation, we have not
specifically assumed that the radiation consists of short pulses. It is also the case
for white light continuous wave (cw) radiation that the group velocity contributes
to the shift of zero delay introduced by an unbalance of dispersive media between
the two arms of the interferometer.

The third (and following) terms of the expansion of k(Ω) account for the defor-
mation of the fringe pattern observed in the recording of Fig. 2.3. The propagation
can be more easily visualized in the time domain for fs pulses. The group velocity
delay is due to the pulse envelope “slipping” with respect to the waves. The group
velocity dispersion causes different parts of the pulse spectrum to travel at different
velocity, resulting in pulse deformation. The result of the Michelson interferogram
is a cross-correlation between the field amplitude of the “original” pulse and the
signal propagated through glass.

The same considerations can be applied to white light, which can be viewed
as a temporal random distribution of ultrashort pulses. The concept of incoherent
radiation being constructed out of a statistical time sequence of ultrashort pulses is
also useful for studying coherence in light–matter interactions, as will be studied
in detail in Chapter 3 on coherent interactions.
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Figure 2.3: “White light” Michelson interferogram. The fringes of the balanced interfe-
rometer are shown on the left. The fringe pattern shifts to the right and is broadened by the
insertion of a thin quartz plate in one arm of the interferometer.

The correlation [Eqs. (2.4) and (2.5)] is maximum for exactly overlapping sta-
tistical phase and intensity fluctuations from both arms of the interferometer. These
fluctuations have a duration of the order of the inverse bandwidth of the radiation,
hence can be in the fs range for broad bandwidth light. Each of these individual
fs spikes will travel at the group velocity. Dispersion in group velocity causes
individual frequency components of these spikes to travel at different speeds, re-
sulting most often in pulse stretching. If the source for the interferogram of Fig. 2.3
had been a fs pulse, the recording on the right of the figure would represent the
cross–correlation between the field of the stretched–out pulse Ẽ2(t) with the origi-
nal (shorter) pulse Ẽ1(t) (of which the autocorrelation is shown on the left of the
figure). Such a measurement can be used to determine the shape of the field Ẽ2(t).
The limiting case of a cross–correlation between a δ function and an unknown
function yields the function directly. Indeed, the unbalanced Michelson is a power-
ful tool leading to a complete determination of the shape of fs signals, in amplitude
and phase, as will be seen in Chapter 10.

In the case of the incoherent radiation used for the recording of Fig. 2.3, the
broadened signal on the right merely reflects the “stretching” of the statistical fluc-
tuations of the white light. This measurement however provides important infor-
mation on material properties essential in fs optics. To illustrate this point we
will show how the displacement of the “zero delay” point in the interferogram of
Fig. 2.3 can be used to determine the first terms of an expansion of the transfer
function of linear optical elements.
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According to Eq. (2.6), the Fourier transform of the correlation function Ã+
11(τ)

measured with the balanced interferometer4 is simply the spectral field intensity
of the source. It is difficult, and not essential, to determine exactly the zero point,
and therefore the measurement generally provides Ã+

11(τ+ τe)exp(iϕe), which is
the function Ã+

11(τ) with an unknown phase (ϕe) and delay (τe) error. Similarly, the
cross-correlation measured after addition of a dielectric sample of thickness L/2 in
one arm of the interferometer (right hand side of Fig. 2.3) is Ã+

12(τ+ τ f )exp
(
iϕ f

)
,

which is the function Ã+
12(τ) with an unknown phase (ϕ f ) and delay (τ f ) error. The

ratio of the Fourier transforms of both measurements is:

Ã+
12(Ω)

Ã+
11(Ω)

e−i(Ωτ f−ϕ f )

e−i(Ωτe−ϕe) =
Ẽ2(Ω)
Ẽ1(Ω)

e−i[Ω(τ f−τe)−(ϕ f−ϕe)]

= e−i[k(Ω)L+Ω(τ f−τe)−(ϕ f−ϕe)], (2.10)

where we have made use of Eqs. (2.6) and (2.7). Unless special instrumental pro-
visions have been made to make (ϕ f = ϕe), and (τ f = τe), this measurement will
not provide the first two terms of a Taylor expansion of the dispersion function
k(Ω). This is generally not a serious limitation, since, physically, the undetermi-
ned terms are only associated with a phase shift and delay of the fs pulses. The
white light interferometer is an ideal instrument to determine the second and hig-
her order dispersions of a sample. Writing the complex Fourier transforms of the
interferograms in amplitude and phase:

Ã12(Ω) = A12(Ω)eψ12(Ω)

Ã11(Ω) = A11(Ω)eψ11(Ω) (2.11)

we find that, for an order (n) larger than 1, the dispersion is simply given by:

d(n)k
dΩ(n) = −

[
d(n)ψ12

dΩ(n) −
d(n)ψ11

dΩ(n)

]
(2.12)

Equation (2.12) is not limited to dielectric samples. Instead, any optical trans-
fer function H̃ which can be described by an equation similar to Eq. (1.176), can
be determined from such a procedure. For instance, the preceding discussion re-
mains valid for absorbing materials, in which case the wave vector is complex,
and Eq. (2.12) leads to a complete determination of the real and imaginary part
of the index of refraction of the sample versus frequency. Another example is the
response of an optical mirror, as we will see in the following subsection.

4Ã+
11(τ) corresponds to the third term Ã+

12(τ) in Eq. (2.4) taken for identical beams (subscript 1 =

subscript 2), not to be confused with the first term A11(0) in that same equation.
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2.3 Dispersion of interferometric structures

2.3.1 Mirror dispersion

In optical experiments mirrors are used for different purposes and are usually cha-
racterized only in terms of their reflectivity at a certain wavelength. The latter gives
a measure about the percentage of incident light intensity which is reflected. In de-
aling with femtosecond light pulses, one has however to consider the dispersive
properties of the mirror [4, 5]. This can be done by analyzing the optical transfer
function which, for a mirror, is given by

H̃(Ω) = R(Ω)e−iΨ(Ω). (2.13)

It relates the spectral amplitude of the reflected field Ẽr(Ω) to the incident field
Ẽ0(Ω)

Ẽr(Ω) = R(Ω)e−iΨ(Ω)Ẽ0(Ω). (2.14)

Here R(Ω)2 is the reflection coefficient and Ψ(Ω) is the phase response of the mir-
ror. As mentioned earlier a nonzero Ψ(Ω) in a certain spectral range is unavoidable
if R(Ω) is frequency dependent. Depending on the functional behavior of Ψ(Ω)
(cf. Section 1.3 in Chapter 1), reflection at a mirror not only introduces a certain
intensity loss but may also lead to a change in the pulse shape and to chirp genera-
tion or compensation. These effects are usually more critical if the corresponding
mirror is to be used in a laser. This is because its action is multiplied by the num-
ber of effective cavity round trips of the pulse. Such mirrors are mostly fabricated
as dielectric multilayers on a substrate. By changing the number of layers and
layer thickness a desired transfer function, i.e., reflectivity and phase response, in
a certain spectral range can be realized. As an example, Fig. 2.4 shows the ampli-
tude and phase response of a broadband high–reflection mirror and a weak output
coupler. Note that, although both mirrors have very similar reflection coefficients
around a center wavelength λ0, the phase response differs greatly. The physical ex-
planation of this difference is that R(Ω) [or R(λ)] far from ω0 = 2πc/λ0 (not shown)
influences the behavior of Ψ(Ω) [or Ψ(λ)] near ω0.

Before dealing with the influence of other optical components on fs pulses, let
us discuss some methods to determine experimentally the mirror characteristics. In
this respect the Michelson interferometer is not only a powerful instrument to ana-
lyze a sample in transmission, but it can also be used to determine the dispersion
and reflection spectrum of a mirror. The interferogram from which the reference
spectrum can be obtained is shown on the left of Fig. 2.3. Such a symmetric in-
terference pattern can only be achieved in a well compensated Michelson interfe-
rometer (left part of Fig. 2.2) with identical (for symmetry) mirrors in both arms,
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Figure 2.4: Amplitude and phase response for a high reflection multilayer mirror (dashed
line) and a weak output coupler (solid line) as a function of the wavelength (from [5]).

which are also broadband (to obtain a narrow correlation pattern). For a most accu-
rate measurement, the mirror to be measured should be inserted in one arm of the
interferometer rather than substituted to one of the reference mirrors. Otherwise,
the dispersive properties of that reference mirror cannot be cancelled. In Fig. 2.2
(left), a sample mirror is indicated as the dotted line, deflecting the beam (dashed li-
nes) towards a displaced end mirror. As in the example of the transmissive sample,
insertion of the reflective sample can in general not be done without losing the rela-
tive phase and delay references. The cross-correlation measured after substitution
of the sample mirror in one arm of the interferometer (right hand side of Fig. 2.3)
is Ã+

12(τ+ τ f )exp
(
iϕ f

)
, which is the function Ã+

12(τ) with an unknown phase (ϕ f )
and delay (τ f ) error. The ratio of the Fourier transforms of both measurements is
in analogy with Eq (2.10):

Ã+
12(Ω)

Ã+
11(Ω)

e−i(Ωτ f−ϕ f )

e−i(Ωτe−ϕe) =
Ẽ2(Ω)
Ẽ1(Ω)

e−i[Ω(τ f−τe)−(ϕ f−ϕe)]

= R(Ω)2e−i[2Ψ(Ω)+Ω(τ f−τe)−(ϕ f−ϕe)]. (2.15)

This function is independent of the dispersive and absorptive properties of the refe-
rence mirrors. The squared field reflection coefficient and the factor 2 in the phase
account for the fact that the beam is reflected twice on the sample mirror. Both the
amplitude R and phase Ψ of the transfer function H̃(Ω) can be extracted from the
measurement, with the limitation that, in general, this measurement will not pro-
vide the first two terms of a Taylor expansion of the phase function Ψ(Ω). Again,
this is not a serious limitation, since, physically, the undetermined terms are only
associated with a phase shift and delay of the fs pulses. Using the notations of
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Eqs. (2.11), the phase shift −Ψ(Ω) upon reflection of the mirror is simply given by:

Ψ(Ω) = −
1
2
[
ψ12(Ω)−ψ11(Ω) + a + bΩ

]
(2.16)

where a and b are constants that can generally not be determined,
The Michelson interferometer using white light is one of the simplest and

most powerful tools to measure the dispersion of transmissive and reflective op-
tics. Knox et al. [6] used it to measure directly the group velocity by measuring
the delay induced by a sample, at selected wavelengths (the wavelength selection
was accomplished by filtering white light). Naganuma et al. [7] used essentially
the same method to measure group delays, and applied the technique to the mea-
surement of “alpha parameters” (current dependence of the index of refraction in
semiconductors) [8]. In fs lasers, the frequency dependence of the complex re-
flection coefficient of the mirrors contributes to an overall cavity dispersion. Such
a dispersion can be exploited for optimal pulse compression, provided there is a
mechanism for matched frequency modulation in the cavity. Dispersion will sim-
ply contribute to pulse broadening of initially unmodulated pulses, if no intensity
or time dependent index is affecting the pulse phase, as will be discussed later. It is
therefore important to diagnose the fs response of dielectric mirrors used in a laser
cavity.

A direct method is to measure the change in shape of a fs pulse, after reflection
on a dielectric mirror, as proposed and demonstrated by Weiner et al. [9]. It is clear
in the frequency domain that the phases of the various frequency components of the
pulse are being scrambled, and therefore the pulse shape should be affected. What
is physically happening in the time domain is that the various dielectric layers of
the coating accumulate more or less energy at different frequencies, resulting in
a delay of some parts of the pulse. Therefore, significant pulse reshaping with
broadband coatings occurs only when the coherence length of the pulse length is
comparable to the coating thickness. Pulses of less than 30 fs duration were used
in Refs. [9, 10]. As shown above, determination of the dispersion in the frequency
domain can be made with a simple Michelson interferometer. The latter being a
linear measurement, yields the same result with incoherent white light illumination
or femtosecond pulses of the same bandwidth.

An alternate method, advantageous for its sensitivity, but limited to the determi-
nation of the group velocity dispersion, is to compare glass and coating dispersion
inside a fs laser cavity. As will be seen in Chapter 6, an adjustable thickness of
glass is generally incorporated in the cavity of mode-locked dye and solid state la-
sers, to tune the amount of group velocity dispersion for minimum pulse duration.
The dispersion of mirrors can be measured by substituting mirrors with different
coatings in one cavity position, and noting the change in the amount of glass re-
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Figure 2.5: Schematic diagram of a Fabry-Perot interferometer. (a) Normal incidence.
t̃12 is the transmission from outside (1) to inside (2); t̃21 the transmission from inside (2)
to outside (1); r̃12 the reflection from outside (1) to inside (2) and r̃21 the reflection from
inside (2) to outside (1). (b) Tilted Fabry-Perot at an angle θout. The internal angle of
incidence is θin. The fields add up in phase along a wavefront at N ×BC (N→∞) from B.

quired to compensate for the additional dispersion [5, 11]. The method is very
sensitive, because the effect of the sample mirror is multiplied by the mean number
of cycles of the pulse in the laser cavity. It is most useful for selecting mirrors for
a particular fs laser cavity.

2.3.2 Fabry-Perot and Gires-Tournois interferometer

The symmetric Fabry-Perot

So far we have introduced (Michelson) interferometers only as a tool to split a
pulse and to generate a certain delay between the two partial pulses. In general,
however, the action of an interferometer is more complex. This is particularly
true for multiple-beam devices such as a Fabry–Perot interferometer. Let us first
consider a symmetric Fabry-Perot, with two identical parallel dielectric reflectors
spaced by a distance d. We will use the notations t̃i j for the field transmission, and
r̃i j for the field reflection, as defined in Fig. 2.5. When the Fabry-Perot is tilted,
the fields add in phase along a wavefront normal to the rays (outside the Fabry-
Perot) as sketched in Fig. 2.5 (b). If k0 is the wave vector in air and k the optical
path inside the Fabry-Perot, the complex field transmission function is found by
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summing the successive optical path:

T̃ (Ω) = t̃12 t̃21e−i(kAB+k0N.BC) +

t̃12 t̃21e−ikBXD · r̃21r̃21e−i[kAB+k0(N−1)BC]

+t̃12 t̃21
(
e−ikBXD · r̃21r̃21

)2
e−i[kAB+k0(N−2)BC] + . . . (2.17)

The exponential exp[−ik0NBC] can be put in factor of the whole expression. Being
just a phase factor, it is generally ignored. The optical path AB is nd/cosθin, where
n is the index of refraction inside the Fabry-Perot, while the difference in optical
path BXD−BC appearing in the power series is:

2nd
cosθin

−2nd tanθin sinθout =
2nd

cosθin
−

2nd sin2 θin

cosθout
=

2nd cosθin

c
. (2.18)

Substituting in Eq. (2.17):

T̃ (Ω) = t̃12 t̃21e−i(kd/cosθin) 1
1− r̃2

21e−2ikd cosθin
. (2.19)

The dependence on tilt angle θin is somewhat counter-intuitive. The term d/cosθin

in the exponential on the numerator indicates that, as expected, the optical path
length increases with angle. The exponential on the denominator d cosθin shows
instead the opposite trend, as if the optical path were to shrink as the Fabry-Perot is
tilted. This is not the case, as it is a later wavefront originating at B that coincides
with the one issued from C. The assumption of a plane wave of infinite extend was
made in the derivation of Eq.(2.17). In a beam of limited transverse size, the sum
in Eq.(2.17) is limited to a finite number N of reflections before the rays wander
off the beam cross section. The number N decreases with the tilt angle θin, leading
to the phase factor in the denominator turning over from d cosθin to d/cosθin, as
demonstrated experimentally in reference [12].

The total phase shift of a round-trip inside the Fabry-Perot, including the phase
shift ϕr upon reflection on each mirror is:

δ(Ω) = 2ϕr −2k(Ω)d cosθin. (2.20)

Introducing δ in Eq. (2.19) leads to the transfer function for the symmetrical Fabry-
Perot:

T̃ (Ω) = t̃12 t̃21e−i(kd/cosθin) 1
1− r̃2

21eiδ
, (2.21)

where R = |r̃12|
2 is the intensity reflection coefficient of each mirror [13]. A similar

procedure leads to the field reflection:

R̃(Ω) = r̃12 + t̃12 t̃21r̃21e−2i(kd cosθin) 1
1− r̃2

21eiδ
, (2.22)
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As shown in Appendix A, the phases of the field reflection and transmission coef-
ficients of the coatings r̃i j and t̃i j have to be such that:

(r̃12 t̃∗21 + r̃∗12 t̃12) + (r̃21 t̃∗12 + r̃∗21 t̃12)n = 0, (2.23)

where n is the index of refraction of the substrate of the coating, and we considered
only normal incidence. As mentioned in Appendix A, Eq. (2.23) for the symmetric
interface (n = 1) applies also to any optical system, hence to the field reflection and
transmission of the Fabry-Perot:

RT ∗+R∗T = 0. (2.24)

The latter equation is general, applying as well to the general expression Eqs. (2.21)
and (2.22) and to the asymmetric Fabry-Perot or Gires-Tournois to be discussed
next. There is however a caveat that the energy conservation (2.24) assumes that
the two coatings satisfy their own energy conservation relation Eq. (2.23).

In general, the exact phase shifts of a coating are not known. Fortunately,
within the frequency range where they are constant, the values of the phase shifts
of the 2 coatings affect only the position of the resonances, leaving the shape and
width of the transmission curve unchanged. Therefore, it is convenient to use the
particular phase combination t̃12 t̃21 − r̃12r̃21 = 1 and r̃12 = −r̃∗21, for which the field
transmission reduces to:

T̃ (Ω) =
(1−R)e−ikd/cosθin

1−Reiδ (2.25)

For that same phase combination, one finds the complex reflection coefficient of
the Fabry-Perot:

R̃(Ω) =

√
R
(
eiδ−1

)
1−Reiδ . (2.26)

One can easily verify that, if — and only if — kd is real:

|R|2 + |T |2 = 1. (2.27)

Equations (2.25) and (2.26) are transfer functions for the field spectrum. The
dependence on the frequency argument Ω occurs through k = n(Ω)Ω/c and pos-
sibly ϕr(Ω). With n(Ω) complex, the medium inside the Fabry-Perot is either an
absorbing or an amplifying medium, depending on the sign of the imaginary part
of the index. We refer to a problem at the end of this chapter for a study of the
Fabry-Perot with gain.
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Figure 2.6: Effect of a Fabry-Perot interferometer on a light pulse. (a) If the mirror
spacing is larger than the geometrical length of the incident pulse, an exponentially de-
caying sequence of pulses follows the Fabry-Perot, like ducklings follow mother duck. (b)
If the mirror spacing is smaller than the geometric length of the incident pulse, the pulse
spectrum is spectrally filtered, resulting a longer transmitted pulse.

The functions T̃ (Ω) and R̃(Ω) are complex transfer functions, which implies
that, for instance, the transmitted field is:

Ẽout(Ω) = T (Ω)Ẽin(Ω) (2.28)

where Ẽin is the incident field. Equation (2.28) takes into account all the dynamics
of the field and of the Fabry-Perot. In the case of a Fabry-Perot of thickness d�
cτp, close to resonance (δ(Ω)� 1), the transmission function T̃ (Ω) is a Lorentzian,
with a real and imaginary part connected by the Kramers Kronig relation. We refer
to a problem at the end of this chapter to show how dispersive properties of a
Fabry-Perot can be used to shape a chirped pulse.

In the case of a Fabry-Perot of thickness d � cτp, the pulse spectrum covers
a large number of Fabry-Perot modes. The free spectral range of the Fabry–Perot
interferometer is much smaller than the spectral width of the pulse. Hence the
product (2.28) will represent a frequency comb, of which the Fourier transform is
a train of pulses. Intuitively indeed, we expect the transmission and/or reflection of
a Fabry-Perot interferometer to consist of a train of pulses of decreasing intensity
if the spacing d between the two reflecting surfaces is larger than the geometrical
pulse length, [Fig. 2.6(a)]. The latter condition prevents interference between field
components of successive pulses.There is however an interesting situation where
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interference between successive pulses is restored. If the Fabry-Perot is inserted
in the cavity of a mode-locked laser, its modes couple to those of the laser. The
successive pulses form a “minicomb” intertwined with the main laser comb [12,
14, 15].

On the other hand if d is smaller than the pulse length the output field is deter-
mined by interference, as illustrated in Fig. 2.6(b). An example of a corresponding
device was the dielectric multilayer mirror discussed before, which can be consi-
dered as a sequence of many Fabry–Perot interferometers. Here the free spectral
range of one interferometer is much broader than the pulse spectrum and it is the
behavior around a resonance which determines the shape of pulse envelope and
phase. The actual pulse characteristics can easily be determined by multiplying the
field spectrum of the incident pulse with the corresponding transfer function (2.25).
For a multilayer mirror this function can be obtained by a multiplication of matri-
ces for the individual layers, as detailed in Appendix A.

Figure 2.7: Schematic diagram of a Gires–Tournois interferometer.

The Gires-Tournois interferometer

Among the various types of interferometers that can be used for pulse shaping, we
choose to detail here the Gires–Tournois interferometer [16]. This interferometer
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is nothing else than an asymmetric Fabry-Perot in the limit of one reflector having
a reflectivity of R = 1. This leads in principle to a very high and almost constant
amplitude transmission while the spectral phase can be tuned continuously. This
device has been used to control the GVD in a fs laser in a similar manner as gratings
and prisms. The Gires–Tournois is topologically identical to a ring interferometer,
with all mirrors but one being perfect reflectors. The lone transmitting mirror is
used as input and output. The Gires–Tournois is also topologically identical to a
high-Q microring in integrated optics, with input and output made through evanes-
cent wave coupling to a fiber. For all these devices, the output amplitude is close to
unity, whether or not the wave inside the ring is at resonance or not. It is left as an
exercise at the end of this chapter to transpose the formulae of the Gires–Tournois
to the situation of a ring interferometer.

The Gires–Tournois interferometer is a particular case of asymmetric Fabry-
Perot interferometer with one mirror (mirror M2) having a reflection coefficient
of (almost) 1. Consequently the device is used in reflection. A simple approach
is to derive an equation for the field reflection usiing the same particular phase
combination t̃12 t̃21 − r̃12r̃21 = 1 and r̃12 = −r̃∗21 that led to Eqs. (2.25) and (2.26).
The transfer function in the limit of mirror M2 having a reflection coefficient of 1
is:

R(Ω)e−iΨ(Ω) =
−r + eiδ

1− reiδ (2.29)

where δ is the phase delay5 between two successive partial waves that leave the
interferometer and r is the (real) amplitude reflection of M1 (assumed to be non-
dispersive).

The phase response determined by Eq. (2.29) can be written as

Ψ(Ω) = −arctan
[

(r2−1)sinδ
2r− (r2 + 1)cosδ

]
(2.30)

Taking the derivative of both sides of this expression, and dividing by [tan2 Ψ+

1] yields:
dΨ

dΩ
=

(r4−1)−2r(r2−1)cosδ
(1 + r2)2 + 4r cosδ[r cosδ− (1 + r2)]

dδ
dΩ

. (2.31)

It is interesting to find the expression for the group delay at the exact resonances,
i.e. the values of Ω that make δ = 2Nπ:

dΨ

dΩ

∣∣∣∣∣
res

=

(
r + 1
r−1

)
dδ
dΩ

∣∣∣∣∣
res

(2.32)

5In the definition of the phase delay (2.20) applied to the Gires-Tournois interferometer, θ is the
internal angle.
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Figure 2.8: Gires-Tournois interferometer for fs light pulses using dielectric multilayers.
By rotating two parallel interferometers the overall dispersion can be adjusted through a
change of the external angle of incidence Θ and the number of reflections. Note, the beam
direction is not changed. The lateral displacement can be compensated by a second pair of
interferometers (from [17]).

The group velocity dispersion of the device is calculated from the second derivative
of the expression (2.31):

d2Ψ

dΩ2 =
(r4−1)−2r(r2−1)cosδ

(1 + r2)2 + 4r cosδ[r cosδ− (1 + r2)]
d2δ

dΩ2

+
2r(r2−1)sinδ

[
4r(r2 + 1)cosδ−4r2 cos2 δ− r2−3

]
{
(1 + r2)2 + 4r cosδ[r cosδ− (1 + r2)]

}2

(
dδ
dΩ

)2

.

(2.33)

As shown in the definition Eq. (2.20), the second derivative of δ contains the
group velocity dispersion (−k”) of the material inside the interferometer. This ma-
terial dispersion is enhanced by the factor (r + 1)/(r−1) in condition of resonance.
This factor can be very large in the case a of high finesse resonator (1− r� 1).

The GVD given by Eq. (2.33) can be tuned continuously by adjusting δ which
can be either through a change of the mirror separation d or through a change of
the external angle of incidence Θ. Gires and Tournois [16] conceived this inter-
ferometer to adapt to optical frequencies the pulse compression technique used in
radar (sending a frequency modulated pulse through a dispersive delay line). Du-
guay and Hansen were the first to apply this device for the compression of pulses
from a He-Ne laser [18]. Since typical pulse durations were on the order of several
hundred ps the mirror spacing needed to be in the order of few mm. To use the
interferometer for the shaping of fs pulses the corresponding mirror spacing has
to be in the order of few microns. Heppner and Kuhl [19] overcame this obvious
practical difficulty by designing a Gires–Tournois interferometer on the basis of
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dielectric multilayer systems, as illustrated in Fig. 2.8(a). The 100% mirror M2
is a sequence of dielectric coatings with alternating refractive index deposited on
a substrate. A certain spacer of optical thickness d consisting of a series of λ/2
layers of one and the same material is placed on top of M2. The partially reflective
surface M1 is realized by one λ/4 layer of high refractive index. The dispersion
of this compact device can be tuned by changing the angle of incidence and/or the
number of passes through the interferometer. A possible arrangement which was
successfully applied for GVD adjustments in fs lasers [17] is shown in Fig. 2.8(b).

Gires-Tournois as a limit of asymmetric Fabry-Perot interferometer

Using the same procedure as for the symmetric Fabry-Perot, one finds the fol-
lowing expressions for the transmission and reflection of the asymmetric Fabry-
Perot:

T =
t̃12 t̃23e−iφ

1− r̃21r̃23e−2iφ (2.34)

R = r̃12 +
t̃12 t̃21e−2iφ

1− r̃21r̃23e−2iφ (2.35)

There is always a resonance dip in the reflection. Figure 2.9 show the reflection,
transmission and phase for a 6 mm thickness fused silica Fabry-Perot, The reflecti-
vities of 99% and 99.975% provide a very narrow resonance (50 MHz FWHM)
and a correspondingly steep phase dispersion. Even the very high reflectivity of
99.975% does not prevent a transmission of nearly 10% at resonance.

2.3.3 Chirped mirrors

As mentioned in the previous section, the Gires-Tournois interferometer exhibits a
reflectivity close to one over a broad spectrum. This was accomplished by an end
mirror of high reflectivity (M2 in Fig. 2.8). The dispersion on the other hand can
be controlled by the spacer and the front mirror. This is expressed in the phase
δ(Ω) and ϕr(Ω) in Eq. (??). The problem is that both mirrors at the same time form
a Fabry-Perot structure that has relatively narrow resonances and subsequently a
rather complicated dispersion behavior. The most desired alternative would be a
process to generate a pre-defined reflection and phase behavior, R(Ω) and Ψ(Ω).
Optimization programs applied to dielectric multi-layer systems offer such an in-
triguing and interesting possibility. A dielectric multi-layer system consists of a
sequence of films characterized by a certain refractive index ni and thickness di. In
principle, computer algorithms can be used to find a sequence of (di,ni) combina-
tions representing individual films that come closest to a pre-defined reflection and
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Figure 2.9: Transmission and reflection characteristics of a 6 mm Fabry-Perot with coa-
tings of 99% and 99.975% reflectivity. (a) intensity transmission; (b) phase of the transmis-
sion transfer function, (c) imaginary versus real part of the transmission transfer function;
(d) intensity reflection; (e) phase of the reflection transfer function, (f) imaginary versus
real part of the reflection transfer function,

phase behavior in a certain spectral range. Of course, there are certain technical
constraints that need to be considered, for example the total thickness and number
of layers, the manufacturing tolerances in ni and di, and the limited choice of avai-
lable refractive indices ni (suitable materials). This approach will gain importance
in the future as the amplitude and phase responses needed become more and more
complicated.

In many cases mirrors are desired that have a constant reflectivity and certain
dispersion behavior, for example a constant amount of GVD within a pre-defined
spectral range. This idea was pursued by Szipöks et al. [20], leading to what is now
called chirped mirrors. The basic idea is sketched in Fig. 2.10. High-reflection mir-
rors typically consist of stacks of alternating high and low refractive index quarter-
wave layers. A chirped mirror is a sequence of those stacks with changing reso-
nance frequency. Wave-packets of different center frequency are thus reflected at
different depths, making the group delay upon reflection a function of frequency.

Unfortunately this is an oversimplified picture that neglects subresonances in
particular between the layers and the first air-film interface. This leads to a modu-
lation of the GVD. For this reason computer optimization is necessary to tune the
film parameters for a smooth dispersion curve.

Improvements in the initial layer sequence used as a starting point for the fi-
nal computer optimization have been accomplished, for example, by modulating
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Figure 2.10: Wave packets of different center frequencies are reflected at different depths
of a chirped mirror. The mirror consists of stacks of alternating high and low refractive
index layers at different resonance frequencies.

the ratio of the thickness of the high- and low-index layer of the chirped mirror
(double chirped mirror) [21], by superimposing a quasi-periodic modulation on
the linear modulation of the layer thickness [22], and by coating the backside of
the substrate [23,24]. As we will see in following chapters such mirrors have made
an impressive impact on femtosecond laser source development.

2.4 Focusing elements

2.4.1 Singlet lenses

One main function of fs pulses is to concentrate energy in time and space. The abi-
lity to achieve extremely high peak power densities depends partly on the ability
to keep pulses short in time, and concentrate them in a small volume by focusing.
The difference between group and phase velocity in the lens material can reduce
the peak intensity in the focal plane by delaying the time of arrival of the pulse
front propagating through the lens center relative to the pulse front propagating
along peripheral rays. The group velocity dispersion leads to reduction of peak in-
tensity by stretching the pulse in time. As pointed out by Bor [25,26], when simple
focusing singlet lenses are used, the former effect can lead to several picosecond
lengthening of the time required to deposit the energy of a fs pulse on focus.

Let us assume a plane pulse and phase front at the input of a spherical lens
as sketched in Fig. 2.11. According to Fermat’s principle the optical path along
rays from the input phase front to the focus is independent of the radius coordinate
r. The lens transforms the plane phase front into a spherical one which converges
in the (paraxial) focus. Assimilating air as vacuum, it is only while propagating
through the lens that the pulses experience a group velocity 3g different from the
phase velocity 3p = c/n. The result is a pulse front that is delayed with respect to
the (spherical) phase front, depending on the amount of glass traversed. As we
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Figure 2.11: (a) delay of the pulse front with respect to the phase front, in the case of a
singlet lens. (b) spread of the focal region due to chromatic aberration.

have seen in Chapter 1, the group velocity is:

3g =

(
dk
dΩ

)−1

=
c

n−λ` dn
dλ

, (2.36)

where λ` is the wavelength in vacuum. The difference in propagation time between
the phase front and pulse front after the lens at radius coordinate r is:

∆T (r) =

(
1
3p
−

1
3g

)
L(r), (2.37)

where L(r) is the lens thickness. The group delay ∆T (r) is also the difference of
the time of arrival at the focus of pulses traversing the lens at distance r from the
axis and peripheral rays touching the lens rim. Pulse parts travelling on the axis
(r = 0) will arrive delayed in the focal plane of a positive lens compared with pulse
parts traversing the lens at r > 0 . For a spherical thin lens, the thickness L is given
by

L(r) =
r2

0 − r2

2

(
1

R1
−

1
R2

)
(2.38)

where R1,2 are the radii of curvature of the lens and r0 is the radius of the lens
aperture.6 Substituting the expressions for the group velocity (2.36) and for the
lens thickness (2.38) into Eq. (2.37) yields for the difference in time of arrival
between a pulse passing through the lens at the rim and at r:

∆T (r) =
r2

0 − r2

2c

(
1

R1
−

1
R2

)(
λ

dn
dλ

)
(2.39)

=
r2

0 − r2

2c
λ

d
dλ

(
1
f

)
6Regarding sign considerations we will use positive (negative) R1,2 for refracting surfaces which

are concave (convex) towards the incident side.
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where the focal length f has been introduced by 1/ f = (n− 1)(R−1
1 −R−1

2 ). Equa-
tion (2.40) illustrates the connection between the radius dependent pulse delay and
the chromaticity d/dλ(1/ f ) of the lens. For an input beam of radius rb the pulse
broadening in the focus can be estimated with the difference in arrival time ∆T ′ of
a pulse on an axial ray and a pulse passing through the lens at rb:

∆T ′(rb) =
r2

b

2c
λ

d
dλ

(
1
f

)
. (2.40)

To illustrate the effects of group velocity delay and dispersion, let us assume
that we would like to focus a 50 fs pulse at the excimer laser wavelength of 248
nm (KrF) down to a spot size of 0.6 µm, using a fused silica lens (singlet) of
focal distance f = 30 mm. Let us further assume that the input beam profile is
Gaussian. Since the half divergence angle in the focused beam is θ = λ/(πw0),
the radius w of the Gaussian beam [radial dependence of the electric field: Ẽ(r) =

Ẽ(0)exp{−r2/w2}] incident on the lens should be approximately θ f = (λ/πw0) f ≈ 4
mm. To estimate the pulse delay we evaluate ∆T ′ at rb = w:

∆T ′(rb = w) =
w2

2c
λ

d
dλ

(
1
f

)
= −

w2

2c f (n−1)

(
λ

dn
dλ

)
= −

θ2 f
2c(n−1)

(
λ

dn
dλ

)
. (2.41)

For the particular example chosen, n ≈ 1.51, λdn/dλ ≈ −0.17, and the difference in
time of arrival (at the focus) of the rays at r = 0 and rb = w is ≈ 300 fs, which can
be used as a rough measure of the pulse broadening.

The effect of the chromaticity of the lens on the spatial distribution of the light
intensity near the focal plane is a spread of the optical energy near the focus, be-
cause different spectral components of the pulse are focused at different points on
axis. For a bandwidth limited Gaussian pulse of duration τp =

√
2ln2 τG0 with

spectral width ∆λ = 0.441λ2/cτp, the focus spreads by the amount:

∆ f = − f 2 d(1/ f )
dλ

∆λ = −
fλ2

c(n−1)
0.441
τp

dn
dλ
. (2.42)

Applying Eq. (2.42) to our example of a 30 mm fused silica lens to focus a 50 fs
pulse, we find a spread of ∆ f = 60 µm, which is large compared to the Rayleigh
range of a diffraction limited focused monochromatic beam ρ0 = w0/θ ≈ 5 µm.



2.4. FOCUSING ELEMENTS 93

We can therefore write the following approximation for the broadening of the
beam: w(∆ f )/w0 =

√
1 + (∆ f /2ρ0)2 ≈ (∆ f /2ρ0). Substituting the value for ∆ f

from Eq. (2.42):

w(∆ f )
w0

= −
0.44π
τp

θ2 f
2c(n−1)

(
λ

dn
dλ

)
≈ −0.44π

∆T ′

τp
. (2.43)

We note that the spatial broadening of the beam due to the spectral extension of the
pulse, as given by Eq. (2.43), is (within a numerical factor) the same expression as
the group velocity delay [Eq. (2.41)] relative to the pulse duration. In fact, neither
expression is correct, in the sense that they do not give a complete description of
the spatial and temporal evolution of the pulse near the focus. An exact calculation
of the focalization of a fs pulse by a singlet is presented in the subsection that
follows.

In addition to the group delay effect, there is a direct temporal broadening of the
pulse in the lens itself due to GVD in the lens material, as discussed in Section 1.5.
Let us take again as an example the fused silica singlet of 30 mm focal length and
of 16 mm diameter used to focus a 248 nm laser beam to a 0.6 µm spot size. The
broadening will be largest for the beam on axis, for which the propagation distance
through glass is L(r = 0) = d0 = r2

0/{2 f (n− 1)} = 2.1 mm. Using for the second-
order dispersion at 250 nm λd2n/dλ2 ≈ 2.1 µm−1 [25], we find from Eq. (1.136)
that a 50 fs (FWHM) unchirped Gaussian pulse on axis will broaden to about 60
fs. If the pulse has an initial upchirp such that the parameter a defined in Eq. (1.41)
is a = −5, it will broaden on axis to 160 fs. At a wavelength of 800 nm, where the
dispersion is much smaller than in the UV (see Table 2.1), a bandwidth limited 50
fs pulse would only broaden to 50.4 fs.

The example above illustrates the differences between peak intensity reduction
at the focal point of a lens resulting from the difference between group and phase
velocity, and effects of group velocity dispersion in the lens material. The latter is
strongly chirp dependent, while the former is not. The spread of pulse front arrival
time in the focal plane is independent of the pulse duration and is directly related
to the spot size that will be achieved (the effect is larger for optical arrangements
with a large F-number). The relative broadening of the focus, ∝ ∆T ′/τp, is howe-
ver larger for shorter pulses. The group velocity dispersion effect is pulse width
dependent, and, in typical materials, becomes significant only for pulse durations
well below 100 fs in the VIS and NIR spectral range.
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Figure 2.12: Diffraction geometry for focusing.

2.4.2 Space-time distribution of the pulse intensity at the focus of a
lens

The geometrical optical discussion of the focusing of ultrashort light pulses pre-
sented above gives a satisfactory order of magnitude estimate for the temporal bro-
adening effects in the focal plane of a lens. We showed this type of broadening
to be associated with chromatic aberration. Frequently the experimental situation
requires an optimization not only with respect to the temporal characteristics of
the focused pulse, but also with respect to the achievable spot size. To this aim
we need to analyze the space-time distribution of the pulse intensity in the focal
region of a lens in more detail. The general procedure is to solve either the wave
equation (1.78), or better the corresponding diffraction integral7, which in Fre-
snel approximation was given in Eq. (1.192). However, we cannot simply separate
space and time dependence of the field with a product ansatz (1.188) since we ex-
pect the chromaticity of the lens to induce an interplay of both. Instead we will
solve the diffraction integral for each “monochromatic” Fourier component of the
input field Ẽ0(Ω) which will result in the field distribution in a plane (x,y,z) behind
the lens, Ẽ(x,y,z,Ω). The time-dependent field Ẽ(x,y,z, t) then is obtained through
the inverse Fourier transform of Ẽ(x,y,z,Ω) so that we have for the intensity distri-
bution:

I(x,y,z, t) ∝ |F −1{Ẽ(x,y,z,Ω)}|2. (2.44)

The geometry of this diffraction problem is sketched in Fig. 2.12. Assuming
plane waves of amplitude E0(Ω) = E0(x′,y′,z′ = 0,Ω) at the lens input, the dif-

7For large F numbers the Fresnel approximation may no longer be valid, and the exact diffraction
integral including the vector properties of the field should be applied.
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fraction integral to be solved reads, apart from normalization constants:

E(x,y,z,Ω) ∝
Ω

c

∫ ∫
E0(Ω)TL(x′,y′)TA(x′,y′)e−i k

2z [(x′−x)2+(y′−y)2]dx′dy′ (2.45)

where TL and TA are the transmission function of the lens and the aperture stop,
respectively. The latter can be understood as the lens rim in the absence of ot-
her beam limiting elements. The lens transmission function describes a radially
dependent phase delay which in case of a thin, spherical lens can be written:

TL(x′,y′) = exp
{
−i

Ω

c
[
nL(r′) + d0−L(r′)

]}
(2.46)

with r′2 = x′2 + y′2 and

L(r′) = d0−
r′2

2

(
1

R1
−

1
R2

)
= d0−

r′2

2(n−1) f
, (2.47)

where d0 is the thickness in the lens center. Note that because of the dispersion
of the refractive index n, the focal length f becomes frequency dependent. For a
spherical opening of radius r′0 the aperture function TA is simply:

TA(r′) =

{
1 for x′2 + y′2 = r′2 ≤ r′20
0 otherwise

(2.48)

If we insert Eq. (2.47) into Eq. (2.46) we can rewrite the lens transmission function
as:

TL(x′,y′) = exp
{
−i

[
kg(Ω)d0−

(
kg(Ω)−

Ω

c

)
r′2

2

(
1

R1
−

1
R2

)]}
, (2.49)

where
kg(Ω) =

Ω

c
n(Ω) (2.50)

is the wave vector in the glass material. Substituting this transmission function in
the diffraction integral Eq.(2.45) we find for the field distribution in the focal plane:

E(Ω) ∝
Ω

c
e−ikg(Ω)d0

∫ ∫
TAE0(Ω)exp

[
i
(
kg(Ω)−

Ω

c

)
r′2

2

(
1

R1
−

1
R2

)]
×e−i k

2z [(x′−x)2+(y′−y)2]dx′dy′ (2.51)

The exponent of the second exponential function is radially dependent and is re-
sponsible for the focusing, while the first one describes propagation through a dis-
persive material of length d0. For a closer inspection let us assume that the glass
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Figure 2.13: Space-time distribution of the pulse intensity in the focal plane of a lens:
(a) Focusing without chromatic or spherical aberration, (b) Focusing with chromatic aber-
ration τ/T = 20. The input pulse was chosen to vary as e−(t/T )2

. 3 is the optical coordinate

defined as 3 = r′0k`
√

x2 + y2/ f` and τ = T ′(r0) =

∣∣∣∣∣ r′20 λ

2 f c(n−1) n′(λ)
∣∣∣∣∣ is a measure for the dis-

persion (from [27]). (c) Focusing with chromatic and spherical aberration. The intensity
distribution in the plane of the marginal focus is shown (from [28]).
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material is only weakly dispersive so that we may expand kg(Ω) and [kg(Ω)−Ω/c]
up to second order. In both exponential functions this will result in a sum of
terms proportional to (Ω−ω`)m (m = 0,1,2). According to our discussion in the
section about linear elements, optical transfer functions which have the structure
exp[−ib1(Ω−ω`)] give rise to a certain pulse delay. Because b1 is a function of
r′ this delay becomes radius dependent, a result which has already been expected
from our previous ray-optical discussion. The next term of the expansion (m = 2)
is responsible for pulse broadening in the lens material.

A numerical evaluation of Eq. (2.51) and subsequent inverse Fourier transform
[Eq. (2.44)] allows one to study the complex space-time distribution of the pulse
intensity behind a lens. An example is shown in Fig. 2.13. In the aberration-
free case we recognize a spatial distribution corresponding to the Airy disc and no
temporal distortion. The situation becomes more complex if chromaticity plays a
part. We see spatial as well as temporal changes in the intensity distribution. At
earlier times the spatial distribution is narrower. This can easily be understood if
we remember that pulses from the lens rim (or aperture edge) arrive first in the
focal plane and are responsible for the field distribution. At later times pulses from
inner parts of the lens arrive. The produced spot becomes larger since the effective
aperture size is smaller. If we use achromatic doublets (cf. next Section 2.4.3) the
exponential proportional to (Ω−ω`) in the corresponding diffraction integral does
not appear. The only broadening then is due to GVD in the glass material.

Interesting effects occur if spherical aberration is additionally taken into ac-
count [28] which is essential to correctly model strong focusing with singlet len-
ses. As known from classical optics, spherical aberration results in different focal
planes for beams passing through the lens at different r. Since ultrashort pulses pas-
sing through different lens annuli experience the same delay, almost no temporal
broadening occurs for the light which is in focus, as illustrated in Fig. 2.13(c). The
space-time distribution in the focal area can differ substantially from that obtained
with a purely chromatic lens.

To measure the interplay of chromatic and spherical aberration in focusing ul-
trashort light pulses, one can use an experimental setup as shown in Fig. 2.14(a).
The beam is expanded and sent into a Michelson interferometer. One arm contains
the lens to be characterized, which can be translated so as to focus light passing
through certain lens annuli onto mirror M1. Provided the second arm has the pro-
per length, an annular interference pattern can be observed at the output of the
interferometer. The radius of this annulus is determined by the setting of ∆ f . If
no spherical aberration is present, an interference pattern is observable only for
∆ f ≈ 0 and a change of the time delay by translating M2 would change the radius
of the interference pattern. With spherical aberration present, at a certain ∆ f , an
interference pattern occurs only over a delay corresponding to the pulse duration
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while the radius of the annulus remains constant. This can be proved by measuring
the cross-correlation, i.e., by measuring the second harmonic signal as function of
the time delay. The width of the cross-correlation does not differ from the width of
the autocorrelation which is measured without the lens in the interferometer arm.
Figure 2.14(b) shows the position of the peak of the cross-correlation as function
of ∆ f and the corresponding r, respectively. For comparison, the delay associated
with chromatic aberration alone is also shown (dashed curve).

Figure 2.14: (a) Correlator for measuring the effect of chromatic and spherical aberration
on the focusing of fs pulses. (b) Measured pulse delay (data points) as a function of the lens
position (∆ f — deviation from the paraxial focus) and the corresponding radial coordinate
r of light in focus. The solid line is obtained with ray–pulse tracing; the dashed curve
shows the effect of chromatic aberration only. Lens parameters: f0 = 12.7 mm, BK7 glass
(from [29]).

2.4.3 Achromatic doublets

The chromaticity of a lens was found to be the cause for a radial dependence of the
time of arrival of the pulse at the focal plane, as was shown by Eq.(2.40). Therefore
one should expect achromatic optics to be free of this undesired pulse lengthening.
To verify that this is indeed the case, let us consider the doublet shown in Fig. 2.15.
The thicknesses of glass traversed by the rays in the media of index n1 and n2 are
L1 and L2 and are given by:

L1 = d1−
r2

2

(
1

R1
−

1
R2

)
(2.52)
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Figure 2.15: Ray tracing in an achromat (from [25]).

and

L2 = d2−
r2

2

(
1

R2
−

1
R3

)
(2.53)

where d1,2 is the center thickness of lens 1,2. The inverse of the focal length of the
doublet lens is:

1
f

= (n1−1)
(

1
R1
−

1
R2

)
+ (n2−1)

(
1

R2
−

1
R3

)
. (2.54)

The condition of achromaticity d
dλ (1/ f ) = 0 gives an additional relation between

the radii of curvature Ri and the indices ni. The expression for the transit time in
glass [25] in which we have inserted the chromaticity of the doublet is:

T (r) =
d1

c

{
n1−λ

dn1

dλ

}
+

d2

c

{
n2−λ

dn2

dλ

}
+
λr2

2c
d

dλ

(
1
f

)
. (2.55)

Equation (2.55) indicates that, for an achromatic doublet for which the third term
on the right hand side vanishes, the transit time has no more radial dependence. The
phase front and wave front are thus parallel, as sketched in Fig. 2.15. In this case,
the only mechanism broadening the pulse at the focus is group velocity dispersion.
The latter can be larger than with singlet lenses since achromatic doublets usually
contain more glass.
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2.4.4 Focusing mirrors

Another way to avoid the chromatic aberration and thus pulse broadening is to use
mirrors for focusing. With spherical mirrors and on-axis focusing the first aberra-
tion to be considered is the spherical one. The analysis of spherical aberration of
mirrors serves also as a basis to the study of spherical aberration applied to lenses.

Let us consider the situation of Fig. 2.16, where a plane pulse- and wavefront
impinge upon a spherical mirror of radius of curvature R. The reflected rays are
the tangents of a caustic — the curve commonly seen as light reflects off a coffee
cup. Rays that are a distance r off-axis intersect the optical axis at point T which
differs from the paraxial focus F in the paraxial focal plane Σ′. The difference in
arrival time between pulses travelling along off-axis rays and on-axis pulses in the
paraxial focal plane is:

∆T =
1
c

[
VQ−

(
PS +

R
2

)]
. (2.56)

Through simple geometrical considerations on can find an expression for ∆T in the
form of an expansion in powers of (r/R). The first non-zero term of that expansion
is:

∆T =
3
4

R
c

( r
R

)4
. (2.57)

Likewise, one obtains for the geometrical deviation from the paraxial focus in Σ′:

x =
R
2

( r
R

)3
. (2.58)

For a beam diameter D = 3 mm and a focal length f = 25 mm the arrival time
difference amounts to only 0.1 fs and the deviation from the paraxial focus x ≈ 1
µm. The numbers increase rapidly with beam size; ∆T ≈ 13 fs, x ≈ 25 µm for
D = 10 mm, for example.

In experimental situations where even a small aberration should be avoided,
parabolic mirrors can advantageously be used to focus collimated input beams.
An example requiring such optics is upconversion experiments where fluorescence
with fs rise time from a large solid angle has to be focused tightly, without modi-
fying its temporal behavior. Elliptical mirrors should be used to focus light emer-
ging from a point source. However, since parabolic mirrors are more readily avai-
lable, a combination of parabolic mirrors may be used in lieu of an ellipsoid.
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Figure 2.16: Focusing of light pulses by a spherical mirror.

2.5 Elements with angular dispersion

2.5.1 Introduction

Besides focusing elements there are various other optical components which mo-
dify the temporal characteristics of ultrashort light pulses through a change of their
spatial propagation characteristics.

Figure 2.17: Pulse front tilt introduced by a prism. The position of the (plane) wavefronts
is indicated by the dashed lines AB and A′B′.

Even a simple prism can provide food for thought in fs experiments. Let us
consider an expanded parallel beam of short light pulses incident on a prism, and
diffracted by the angle β = β(Ω), as sketched in Fig. 2.17. As discussed in Chap-
ter 1, a Gaussian beam with beam waist w0 self diffracts by an angle of approx-
imately θ = λ/πw0. In the case of a short pulse (or white light), this diffraction
has to be combined with a spectral diffraction, since the light is no longer mono-
chromatic, and different spectral components will be deflected by the prism with
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Figure 2.18: Pulse broadening in a four prism sequence.

a different angle β = β(Ω). If the pulse is sufficiently short, both effects are of the
same order of magnitude, resulting in a complex space-time problem that can no
longer be separated. Throughout this section, whether considering group delays
or group velocity dispersion, we will consider sufficiently broad beams, and suf-
ficiently short propagation distances Lp behind the prism. This will allow us to
neglect the change in beam diameter due to propagation and spectral diffraction af-
ter the prism. In most cases we will also approximate the beam with a flat profile.
At the end of this chapter the interplay of of propagation and spectral diffraction
effects will be discussed for Gaussian beams.

As discussed by Bor et al. [26], the prism introduces a tilt of the pulse front
with respect to the phase front. As in lenses, the physical origin of this tilt is the
difference between group and phase velocity. According to Fermat’s principle the
prism transforms a phase front AB into a phase front A′B′. The transit times for
the phase and pulse fronts along the marginal ray BOB′ are equal (3p ∼ 3g in air).
In contrast the pulse is delayed with respect to the phase in any part of the ray
that travels through a certain amount of glass. This leads to an increasing delay
across the beam characterized by a certain tilt angle α. The maximum arrival time
difference in a plane perpendicular to the propagation direction is (D′/c) tanα.

Before discussing pulse front tilt more thoroughly, let us briefly mention anot-
her possible prism arrangement where the above condition for Lp is not necessary.
Let us consider for example the symmetrical arrangement of four prisms sketched
in Fig. 2.18. During their path through the prism sequence, different spectral com-
ponents travel through different optical distances. At the output of the fourth prism
all these components are again equally distributed in one beam. The net effect of
the four prisms is to introduce a certain amount of GVD leading to broadening of
an unchirped input pulse. We will see later in this chapter that this particular GVD
can be interpreted as a result of angular dispersion and can have a sign opposite to
that of the GVD introduced by the glass material constituting the prisms.
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Figure 2.19: Delay of the pulse front with respect to the phase front.

2.5.2 Tilting tilt of pulse fronts of pulse fronts

In an isotropic material the direction of energy flow — usually identified as ray
direction — is always orthogonal to the surfaces of constant phase (wave fronts)
of the corresponding propagating wave. In the case of a beam consisting of ultras-
hort light pulses, one has to consider in addition planes of constant intensity (pulse
fronts). For most applications it is desirable that these pulse fronts be parallel to
the phase fronts and thus orthogonal to the propagation direction. In the section
on focusing elements we have already seen how lenses cause a radially dependent
difference between pulse and phase fronts. This leads to a temporal broadening of
the intensity distribution in the focal plane. There are a number of other optical
components which introduce a tilt of the pulse front with respect to the phase front
and to the normal of the propagation direction, respectively. One example was the
prism discussed in the introduction of this section. As a general rule, the pulse front
tilting should be avoided whenever an optimum focalization of the pulse energy is
sought. There are situations where the pulse front tilt is desirable to transfer a tem-
poral delay to a transverse coordinate. Applications exploiting this property of the
pulsefront tilt are pulse diagnostics (Chapter 10) and travelling wave amplification
(Chapter 8.1).

The general approach for tilting pulse fronts is to introduce an optical element
in the beam path which retards the pulse fronts as a function of a coordinate trans-
verse to the beam direction. This is schematically shown in Fig. 2.19 for an element
that changes only the propagat ion direction of a (plane) wave. Let us assume that
a wavefront AB is transformed into a wavefront A′B′. From Fermat’s principle it
follows that the optical pathlength POL between corresponding points at the wa-
vefronts AB and A′B′ must be equal:

POL(BB′) = POL(PP′) = POL(AA′). (2.59)
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Since the optical pathlength corresponds to a phase change ∆Φ = 2πPOL/λ, the
propagation time of the wavefronts can be written as

Tphase =
∆Φ

ω`
(2.60)

where we referred to the center frequency of the pulse. This phase change is given
by

∆Φ =

∫ P′

P
k(s)ds =

ω`
c

∫ P′

P
n(s)ds = ω`

∫ P′

P

ds
3p(s)

(2.61)

where s is the coordinate along the beam direction. In terms of the phase velocity
the propagation time is

Tphase =

∫ P′

P

ds
3p(s)

. (2.62)

The propagation time of the pulse fronts however, Tpulse, is determined by the
group velocity

Tpulse =

∫ P′

P

ds
3g(s)

=

∫ P′

P

∣∣∣∣∣ dk
dΩ

∣∣∣∣∣
ω`

ds. (2.63)

From Eqs. (2.62) and (2.63) the difference in propagation time between phase front
and pulse front becomes

∆T (P,P′) = Tphase−Tpulse =

∫ P′

P

(
1
3p
−

1
3g

)
ds =

∫ P′

P

[
k`
ω`
−

dk
dΩ

∣∣∣∣∣
ω`

]
ds, (2.64)

which can be regarded as a generalization of Eq. (2.37).
A simple optical arrangement to produce pulse front tilting is an interface

separating two different optical materials – for instance air (vacuum) and glass
(Fig. 2.20). At the interface F the initial beam direction is changed by an angle
β = γ−γ′ where γ and γ′ obey Snell’s law sinγ = n(ω`) sinγ′. The point A of an
incident wavefront AB is refracted at time t = t0. It takes the time interval Tphase

to recreate the wavefront A′B′ in medium 2, which propagates without distortion
with a phase velocity 3p = c/n(ω`). The time interval Tphase is given by

Tphase =
nAA′

c
=

BB′

c
=

PF + nFP′

c
=

D tanγ
c

. (2.65)

The beam path from B to B′ is through a nondispersive material and thus pulse front
and wavefront coincide at B′. In contrast the phase front and pulse front propagate
different distances during the time interval Tphase in medium 2 and thus become
separated. Since in (most) optical materials the group velocity is smaller than the
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Figure 2.20: Pulse front tilt through refraction at an interface.

phase velocity the pulse front is delayed with respect to the phase front. In our
case this delay increases linearly over the beam cross section. The characteristic
tilt angle α between pulse and phase fronts is given by

tanα =
EA′

D′
. (2.66)

From simple geometrical considerations we find for the two distances

EA′ =
( c
n
− 3g

)
Tphase =

( c
n
− 3g

) D
c

tanγ (2.67)

and

D′ = D
cosγ′

cosγ
= D

√
n2− sin2 γ

ncosγ
. (2.68)

Inserting Eqs. (2.67) and (2.68) in Eq. (2.66) and using the expression for the group
velocity, we obtain for α

tanα =
ω`n′(ω`)

ω`n′(ω`) + n(ω`)
sinγ√

n2− sin2 γ

. (2.69)

Following this procedure we can also analyze the pulse front at the output of a
prism, cf. Fig. 2.17. The distance EA′ is the additional pathlength over which the
phase has travelled as compared to the pulse path. Thus, we have

EA′ = 3p

[
a
3g
−

a
3p

]
= aω`n′(ω`) (2.70)
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Figure 2.21: Pulse front tilt produced by diffraction at a grating in Littrow configuration.

which results in a tilt angle

tanα =
a
b
ω`n′(ω`) = −

a
b
λ`

dn
dλ

∣∣∣∣∣
λ`

(2.71)

where b = D′ is the beam width.
As pointed out by Bor [26], there is a general relation between pulse front tilt

and the angular dispersion dβ/dλ of a dispersive device which reads

tanα = λ

∣∣∣∣∣dβdλ

∣∣∣∣∣ . (2.72)

The latter equation can be proven easily for a prism, by using the equation for the
beam deviation, dβ/dλ = (a/b)(dn/dλ), in Eq. (2.71). Similarly to prisms, gratings
produce a pulse front tilt, as can be verified easily from the sketch of Fig. 2.21. To
determine the tilt angle we just need to specify the angular dispersion in Eq. (2.72)
using the grating equation.

2.5.3 GVD through angular dispersion!angular dispersion — Gene-
ral

Angular dispersion has been advantageously used for a long time to resolve spectra
or for spectral filtering, utilizing the spatial distribution of the frequency compo-
nents behind the dispersive element (e.g., prism, grating). In connection with fs
optics, angular dispersion has the interesting property of introducing GVD. At first
glance this seems to be an undesired effect. However, optical devices based on
angular dispersion, which allow for a continuous tuning of the GVD can be de-
signed. This idea was first implemented in [30] for the compression of chirped
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pulses with diffraction gratings. The concept was later generalized to prisms and
prism sequences [31]. Simple expressions for two and four prism sequences are
given in [32, 33]. From a general point of view, the diffraction problem can be
treated by solving the corresponding Fresnel integrals [30, 34, 35]. We will sketch
this procedure at the end of this chapter. Another successful approach is to analyze
the sequence of optical elements by ray-optical techniques and calculate the optical
beam path P as a function of Ω. From our earlier discussion we expect the response
of any linear element to be of the form:

R(Ω)e−iΨ(Ω) (2.73)

where the phase delay Ψ is related to the optical pathlength POL through

Ψ(Ω) =
Ω

c
POL(Ω). (2.74)

R(Ω) is assumed to be constant over the spectral range of interest and thus will be
neglected.

We know that non-zero terms [(dn/dΩn)Ψ , 0] of order n ≥ 2 are responsible
for changes in the complex pulse envelope. In particular

d2

dΩ2 Ψ(Ω) =
1
c

(
2

dPOL

dΩ
+Ω

d2POL

dΩ2

)
=

λ3

2πc2

d2POL

dλ2 (2.75)

is related to the GVD parameter. We recall that, with the sign convention chosen in
Eq. (2.73), the phase factor Ψ has the same sign as the phase factor k`L. Consistent
with the definition given in Eq. (1.128) a positive GVD corresponds to d2Ψ

dΩ2 > 0. In

this chapter, we will generally express d2Ψ
dΩ2 in fs2.

The relation between angular dispersion and GVD can be derived through the
following intuitive approach. Let us consider a light ray which is incident onto an
optical element at point Q, as in Fig. 2.22. At this point we do not specify the
element, but just assume that it causes angular dispersion. Thus, different spectral
components originate at Q under different angles, within a cone represented by the
patterned area in the figure. Two rays corresponding to the center frequency ω` of
the spectrum, ~r0, and to an arbitrary frequency Ω, ~rΩ, are shown in Fig. 2.22. The
respective wavefronts S are labelled with subscript “0” (for the central frequency
ω`) and “Ω” (for the arbitrary frequency Ω). The planes S Ω, S 0 and S ′

Ω
, S ′0 are

perpendicular to the ray direction and represent (plane) wave fronts of the incident
light and diffracted light, respectively. Let P0 be our point of reference and be
located on ~r0 where QP0 = L. A wavefront S ′

Ω
of ~rΩ at PΩ is assumed to intersect

~r0 at P0. The optical pathlength QPΩ is thus

QPΩ = POL(Ω) = POL(ω`)cosα = Lcosα (2.76)
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Figure 2.22: Angular dispersion causes GVD. The solid line in the middle of the figure
represents the angular dispersive element, providing a frequency dependent deflection of
the beam at the point of incidence Q. The different frequency components of the pulse
spread out in the patterned area.

which gives for the phase delay

Ψ(Ω) =
Ω

c
POL(Ω) =

Ω

c
Lcosα (2.77)

The dispersion constant responsible for GVD is obtained by twofold derivation
with respect to Ω:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

= −
L
c

sinα
[
2

dα
dΩ

+Ω
d2α

dΩ2

]
+Ωcosα

(
dα
dΩ

)2

∣∣∣∣∣∣∣
ω`

≈ −
Lω`

c

(
dα
dΩ

∣∣∣∣∣
ω`

)2

(2.78)

where sinα = 0 and cosα = 1 if we take the derivatives at the center frequency of
the pulse, Ω = ω`. The quantity (dα/dΩ)|ω` , responsible for angular dispersion,
is a characteristic of the actual optical device to be considered. It is interesting
to note that the dispersion parameter is always negative independently of the sign
of dα/dΩ and that the dispersion increases with increasing distance L from the
diffraction point. Therefore angular dispersion always results in negative GVD.
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Differentiation of Eq. (2.78) results in the next higher dispersion order

d3Ψ

dΩ3

∣∣∣∣∣∣
ω`

= −
L
c

cosα

3(
dα
dΩ

)2

+ 3Ω
dα
dΩ

d2α

dΩ2


+ sinα

3 d2α

dΩ2 +Ω
d3α

dΩ3 −Ω

(
dα
dΩ

)3

∣∣∣∣∣∣∣
ω`

≈ −
3L
c

( dα
dΩ

)2

+Ω
dα
dΩ

d2α

dΩ2


∣∣∣∣∣∣∣
ω`

, (2.79)

where the last expression is a result of α(ω`) = 0.
The most widely used optical device for angular dispersion are prisms and gra-

tings. To determine the dispersion introduced by them we need to specify not only
the quantity α(Ω) in the expressions derived above, but also the optical surfaces be-
tween which the path is being calculated. Indeed, we have assumed in the previous
calculation that the beam started as a plane wave (plane reference surface normal
to the initial beam) and terminates in a plane normal to the ray at a reference op-
tical frequency ω`. The choice of that terminal plane is as arbitrary as that of the
reference frequency ω` (cf. Chapter 1, Section 1.1.1). After some propagation dis-
tance, the various spectral component of the pulse will have separated, and a finite
size detector will only record a portion of the pulse spectrum.

Therefore, the “dispersion” of an element has only meaning in the context of
a particular application, that will associate reference surfaces to that element. This
is the case when an element is associated with a cavity, as will be considered in the
next section. In the following sections, we will consider combinations of elements
of which the angular dispersion is compensated. In that case, a natural reference
surface is the normal to the beam.

2.5.4 GVD of a cavity containing a single prism dispersion!prism

Dispersion control is an important aspect in the development of fs sources. The
most elementary laser cavity as sketched in Fig. 2.23 has an element with angular
dispersion. The dispersive element could be the Brewster angle laser rod itself.
The cavity will be typically terminated by a curved mirror. The two reference sur-
faces to consider are the two end-mirror of the cavity. We have seen that negative
GVD is typically associated with angular dispersion, and positive GVD with the
propagation through a glass prism or laser rod 8. One might therefore expect to be

8It is generally the case — but not always — that optical elements in the visible have positive
GVD.
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able to tune the GVD in the arrangement of Fig. 2.23 from a negative to a positive
value.

A Gaussian beam approach of such a cavity is presented below.

L

(R)

Lg

h

A B

C

α

θ
3

Figure 2.23: Example of a cavity with a single right angle prism. The side of the right
angle is an end mirror of the cavity. The cavity is terminated by a curved mirror of radius
of curvature R, at a distance L from the Brewster angle exit face of the prism. Stability of
the cavity requires that L + AB/n < R. Translation of the prism allows for an adjustment
of the pathlength in glass Lg. The inset shows that this calculation applies to a symmetric
cavity with a Brewster-angle laser rod and two spherical mirrors.

The cavity is terminated on one end by the plane face of the prism, on the other
end by a spherical mirror of curvature R. The prism–mirror distance measured at
the central frequency ω` is L. The beam originates from a distance h from the
apex of the prism (angle α), such that the pathlength in glass can be written as
a = h tanα. For the sake of notation simplification, we define b = L

2

(
1− L

R

)
. The

Gaussian parameters for this cavity are the beam waist w0, the Rayleigh range
ρ0 = πnw2

0/λ, related to the mirror curvature by

R = (L + a) +
ρ2

0

L + a
. (2.80)

The total phase shift for one half cavity round-trip is Ψ(Ω) = ΨAB(Ω) + ΨBC(Ω).
The phase shift through the glass here is −k(Ω)Lg = −ΨAB(Ω), with ΨAB(Ω) given
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by:
ΨAB(Ω) = arctan

a
ρ0

= arctan
u

n(Ω)Ω
, (2.81)

where we have defined u = 2ac/w2
0 = 2hc tanα/w2

0. Expanding in a Taylor series:

ΨAB(Ω) = Ψ0 +
dΨ

dΩ

∣∣∣∣∣
ω`

∆Ω+
1
2

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

(∆Ω)2 + . . .

≈ Ψ0 +
u

n2Ω2 + u2

[
Ω

dn
dΩ

+ n(Ω)
]
ω`

∆Ω+

1
2

 u
n2Ω2 + u2

[
2

dn
dΩ

+Ω
d2n
dΩ2

]
ω`

−
2un2Ω

n2Ω2 + u2

[
Ω

dn
dΩ

+ n(Ω)
]
ω`

 (∆Ω)2,

(2.82)

where ∆Ω = Ω−ω`.

For the path in air, we assume the cavity close enough to concentric, so that
ρ0 � a and the geometric approximation applies to the path BC. We have thus a
phase shift −kBC = −ΨBC(Ω), with

ΨBC(Ω) =
Ω

c

[
L +

L
2

(
1−

L
R

)
∆θ2

]
=

Ω

c

[
L + b∆θ2

]
, (2.83)

where ∆θ is the departure of dispersion angle from the diffraction angle at ω`.
Within the small angle approximation, we have for ∆θ:

∆θ ≈ ∆Ω
sinα
cosθ3

dn(Ω)
dΩ

= ∆Ω
dn(Ω)

dΩ
. (2.84)

The last equality (sinα = cosθ3) applies to the case where θ3 equals the Brewster
angle. The GVD dispersion of this cavity is thus:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`
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d2ΨAB

dΩ2
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ω`
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dΩ2

∣∣∣∣∣∣
ω`

=
u

n2ω2
`
+ u2

(
2

dn
dΩ

+Ω
d2

dΩ2

)
ω`

−
2un2ω`

n2ω2
`
+ u2

[
Ω

dn
dΩ

+ n(Ω)
]
ω`

+
2bω`

c

(
dn
dΩ

∣∣∣∣∣
ω`

)2

.(2.85)

or, using the wavelength dependence of the index of refraction, and taking into
account that, for the Brewster prism, tanα = 1/n(ω`):

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

=

u
n2ω2

`
+ u2

(
λ

2πc

) (
λ2 d2n

dλ2

)∣∣∣∣∣∣
λ`

−
2un2ω`

n2ω2
`
+ u2

[
n−λ

dn
dλ

]
ω`

+ b
λ3

πc2

(
dn
dλ

)2
∣∣∣∣∣∣∣
λ`

.(2.86)
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The stability of the cavity requires that R > L, and that the coefficients a and
b be positive. In the visible range, most glasses have a positive GVD dispersion
(k” > 0 or d2n/dλ2 > 0).

The purpose of this exercise is to caution against applying blindly the angular
dispersion formula of Eq. (2.86), derived for propagation from one plane wavefront
to another plane waveront. In this case, propagating from a beam waist to a curved
wavefront, the angular dispersion contribution has a positive sign.

Femtosecond pulses have been obtained through adjustable GVD compensa-
tion with a single prism in a dye ring laser cavity [36]. As in the case of Fig. 2.23,
the spectral narrowing that would normally take place because of the angular dis-
persion of the prism was neutralized by having the apex of the prism at a waist of
the resonator. In that particular case, the adjustable positive dispersion of the prism
provided pulse compression because of the negative chirp introduced by saturable
absorption below resonance, as detailed in Chapter 6.

2.5.5 Group velocity control with pairs of prisms ixdispersion !prism

Pairs of elements

Figure 2.24: Pair of elements with angular dispersion arranged for zero net angular dis-
persion. The elements are most often prisms or gratings.

In most applications, a second element will be associated to the first one, such
that the angular dispersion introduced by the first element is compensated, and all
frequency components of the beam are parallel again, as sketched in Fig. 2.24. The
elements will generally be prisms or gratings.

As before, we start from a first reference surface A normal to the beam. It
seems then meaningful to chose the second reference surface B at the exit of the
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system that is normal to the beam. There is no longer an ambiguity in the choice of
a reference surface, as in the previous section with a single dispersive element. At
any particular frequency, Fermat’s principle states that the optical pathes are equal
from a point of the wavefront A to the corresponding point on the wavefront B.
This is not to say that these distances are not frequency dependent. The spectral
components of the beam are still separated in the transverse direction. For that rea-
son, a pair of prisms or gratings provides a way to “manipulate” the pulse spectrum
by spatially filtering (amplitude or phase filter) the various Fourier components.

Calculation for matched isosceles prisms.

One of the most commonly encountered case of Fig. 2.24, is that where the two
angular dispersive elements are isosceles prisms. Prisms have the advantage of
smaller insertion losses, which is particularly important with the low gain solid
state lasers used for fs applications.

There are numerous contributions to the group velocity dispersion that makes
this problem rather complex:

a) Group velocity dispersion due to propagation in glass for a distance L.

b) Group velocity dispersion introduced by the changes in optical path L in each
prism, due to angular dispersion.

c) Group velocity dispersion due to the angular dispersion after one prism, pro-
pagation of the beam over a distance `, and as a result propagation through
different thicknesses of glass at the next prism.

These considerations by themselves are sufficient to write an expression for the
second order dispersion of a pair of prism, using the properties established ear-
lier in this chapter for the relation between angular dispersion and second order
dispersion. This expression differs from the most commonly used expression for
calculation the dispersion of a pair of prisms [32]. The shortcomings of the latter
expressions are:

• The expression of Fork and Gordon [32] implies that the separation between
the prisms has both a positive and negative effect, which is not correct.

• The only optical path considered is that between the two prisms; the beam
displacement after the second prism is not calculated.

• The expression applies only for the case of tip to tip propagation in the prisms
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Figure 2.25: Typical two prisms sequence as used in fs laser cavities. The relative posi-
tion of the prisms is defined by the distance t and the spacing s between the parallel faces
OB and O′B′. The initial beam enters the prism at a distance OA = a from the apex. The
distance t2 between the parallel faces OA and O′A′ is t2 = t sinα+ scosα. The solid line
ABB′A′D traces the beam path at an arbitrary frequency Ω. The beam at the frequency ups-
hifted by dΩ is represented by the dashed line. The dotted line indicates what the optical
path would be in the second prism, if the distance BB′ were reduced to zero (this situation
is detailed in Fig. C.1). “D” is a point on the phase front a distance u from the apex O′ of
the second prism. In most cases we will associate the beam path for a ray at Ω with the
path of a ray at the center frequency ω`.
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In addition to the simple derivation based on the properties of angular dis-
persion, a rigorous derivation has been made by calculating exactly the optical
pathways between parallel wavefronts before and after the pair of prisms [37]. The
details of this calculation are reproduced in Appendix C. The result is in agreement
with the easily derivable equation based on the properties (a), (b) and (c) cited
above:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

=
Lg

c

2 dn
dΩ

∣∣∣∣∣
ω`

+ω`
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−
ω`
c

(L)
(

dθ3

dΩ

∣∣∣∣∣
ω`

)2

−
nω`

c
Lg

(
dθ1

dΩ

∣∣∣∣∣
ω`

)2

(2.87)

This equation applies to any pair of identical isosceles prisms in the parallel
face configuration represented in Fig. 2.25, for an arbitrary angle of incidence. L
is the distance between prisms along the beam at ω`, and Lg is the total distance of
glass traversed. The group velocity dispersion is simply the sum of three contribu-
tions:

1. The (positive) GVD due to the propagation of the pulse through a thickness
of glass Lg.

2. The negative GVD contribution due to the angular dispersion dθ3/dΩ app-
lied to Eq. (2.78) over a distance BB′ = s/cosθ3.

3. The negative GVD contribution due to the angular dispersion dθ1/dΩ (de-
flection of the beam at the first interface) applied to Eq. (2.78) over a distance
Lg in the glass of index n.

In most practical situations it is desirable to write Eq. (C.18) in terms of the
input angle of incidence θ0 and the prism apex angle α. The necessary equations
can be derived from Snell’s law and Eq. (C.16):

d
dΩ

θ1 =
1
n

[
n2− sin2(θ0)

]− 1
2

[
ncosθ0

dθ0

dΩ
− sinθ0

dn
dΩ

]
d

dΩ
θ3 =

[
1−n2 sin2(α− θ1)

]− 1
2

[
ncos(α− θ1)

dθ1

dΩ
+ sin(α− θ1)

dn
dΩ

]
,

(2.88)

where θ1 = arcsin
(
n−1 sinθ0

)
and dθ0/dΩ = 0.

For the particular case of Brewster angle prisms and minimum deviation (sym-
metric beam path through the prism for Ω = ω`), we can make the substitutions
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dθ1/dn = −1/n2, and dθ3/dn = 2. Using θ0 = θ3 = θ4 = θ7, the various angles are
related by:

tanθ0 = n

sinθ0 = cosθ1 =
n

√
1 + n2

cosθ0 = sinθ1 =
1

√
1 + n2

sinα =
2n

n2 + 1
(2.89)

The total second order dispersion in this case becomes:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

=
Lg

c

2 dn
dΩ

∣∣∣∣∣
ω`

+ω`
d2n
dΩ2

∣∣∣∣∣∣
ω`

− ω`c
(
4L +

Lg

n3

)(
dn
dΩ

∣∣∣∣∣
ω`

)2

, (2.90)

In terms of wavelength:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

=
λ3
`

2πc2

Lg
d2n
dλ2

∣∣∣∣∣∣
λ`

−

(
4L +

Lg

n3

)(
dn
dλ

∣∣∣∣∣
λ`

)2 . (2.91)

In many practical devices, L >> Lg and the second term of Eq. (2.91) reduces to
L(dn/dλ)2.

It is left as a problem at the end of this chapter to calculate the exact third
order dispersion for a pair of prisms. If the angular dispersion in the glass can be
neglected (L >> Lg), the third order dispersion for a Brewster angle prism is:

Ψ′′′tot(ω`) ≈
λ4
`

(2πc)2c

[
12L

(
n′2

[
1−λ`n′(n−3−2n)

]
+λ`n′n′′

)
−Lg(3n′′+λ`n′′′)

]
.

(2.92)

To simplify the notation, we have introduced n′, n′′ and n′′′ for the derivatives of n
with respect to λ taken at λ`.

The presence of a negative contribution to the group velocity dispersion due
to angular dispersion offers the possibility of tuning the GVD by changing Lg =

g/sinθ0 (g is the thickness of the glass slab formed by bringing the two prisms
together, as shown in Fig. C.1) in Appendix C. A convenient method is to simply
translate one of the prisms perpendicularly to its base, which alters the glass path
while keeping the beam deflection constant. It will generally be desirable to avoid
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Figure 2.26: Set-ups for adjustable GVD without transverse displacement of spectral
components. (a) two prisms followed by end mirror (configuration used mostly in linear
cavities). (b) 4 prisms (used in ring cavities). The GVD is tuned by translating one or more
prisms into the beam.

a transverse displacement of spectral components at the output of the dispersive
device. Two popular prism arrangements which do not separate the spectral com-
ponents of the pulse are sketched in Fig. 2.26. The beam is either sent through two
prism, and retro-reflected by a plane mirror, or sent directly through a sequence of
four prisms. In these cases the dispersion as described by Eq. (C.18) doubles. The
values of Ψ′′, Ψ′′′, etc. that are best suited to a particular experimental situation can
be predetermined through a selection of the optimum prism separation s/cosθ3, the
glass pathlength Lg, and the material (cf. Table 2.1). Such optimization methods
are particularly important for the generation of sub-20 fs pulses in lasers [38, 39]
that use prisms for GVD control.

In this section we have derived analytical expressions for dispersion terms of
increasing order, in the case of identical isoceles prism pairs, in exactly antiparallel
configuration. It is also possible by methods of pulse tracing through the prisms
to determine the phase factor at any frequency and angle of incidence [32, 33, 40–
42]. The more complex studies revealed that the GVD and the transmission factor
R [as defined in Eq. (2.73)] depend on the angle of incidence and apex angle of
the prism. In addition, any deviation from the Brewster condition increases the
reflection losses. An example is shown in Fig. 2.27.
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Figure 2.27: Dispersion (solid lines) and reflection losses (dash-dotted lines) of a two-
prism sequence (SQ1 - fused silica) as a function of the angle of incidence on the first prism
surface. Symmetric beam path through the prism at the central wavelength is assumed.
Curves for three different apex angles (−4o, 0o, 4o) relative to α = 68.9o (apex angle for a
Brewster prism at 620 nm) are shown. The tic marks on the dashed lines indicate the angle
of incidence and the dispersion where the reflection loss is 4.5%. (from [33]).
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Figure 2.28: Two parallel gratings produce GVD without net angular dispersion. For
convenience a reference wavefront is assumed so that the extension of PP0 intersects G1
at A.

2.5.6 GVD introduced by gratings gratings

Gratings can produce larger angular dispersion than prisms. The resulting negative
GVD was first utilized by Treacy to compress pulses of a Nd:glass laser [30]. In
complete analogy with prisms, the simplest practical device consists of two iden-
tical elements arranged as in Fig. 2.28 for zero net angular dispersion. The dis-
persion introduced by a pair of parallel gratings can be determined by tracing the
frequency dependent ray path. The optical path length ACP between A and an
output wavefront PPo is frequency dependent and can be determined with help of
Fig. (2.28) to be:

ACP =
b

cos(β′)
[
1 + cos

(
β′+β

)]
(2.93)

where β is the angle of incidence, β′ is the diffraction angle for the frequency
component Ω and b is the normal separation between G1 and G2. If m is the order
of diffraction, the angle of incidence and the diffraction angle are related through
the grating equation

sinβ′− sinβ =
2mπc
Ωd

(2.94)

where d is the grating constant. The situation with gratings is however different
than with prisms, in the sense that the optical path of two parallel rays out of
grating G1 impinging on adjacent grooves of grating G2 will see an optical path
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difference CP−C0P0 of mλ, m being the diffraction order. Thus, as the angle β′

changes with wavelength, the phase factor ΩACP/c increments by 2mπ each time
the ray AC passes a period of the ruling of G2 [30]. Because only the relative
phase shift across PP0 matters, we may simply count the rulings from the (virtual)
intersection of the normal in A with G2. Thus, for the mth order diffraction we find
for Ψ(Ω):

Ψ(Ω) =
Ω

c
ACP(Ω)−2mπ

b
d

tan
(
β′

)
. (2.95)

The group delay is given by:

dΨ

dΩ
=

(
b
c

)
1 + cos(β+β′)

cosβ′
+

Ωb
ccos2 β′

{
sinβ′

[
1 + cos

(
β+β′

)]
−cosβ′ sin

(
β+β′

)} dβ′

dΩ
+

2mπ
d

b
cos2 β′

dβ′

dΩ

=

(
b
c

)
1 + cos(β+β′)

cosβ′
=

ACP(Ω)
c

. (2.96)

In deriving the last equation, we have made use of the grating equation sinβ′ −
sinβ = 2πc/(Ωd). Equation (2.96) shows remarkable properties of gratings. The
group delay is simply equal to the phase delay, and not explicitly dependent on the
grating order. The carrier to envelope delay is zero. The second order derivative,
obtained by differentiation of Eq. (2.96), is:

d2Ψ

dΩ2 =
b
c

1
cos2 β′

{
sinβ′

[
1 + cos

(
β+β′

)]
− cosβ′[sin

(
β+β′

)
]
} dβ′

dΩ

=

(
b
d

)
2mπ

ω` cosβ′
dβ′

dΩ

∣∣∣∣∣
ω`

=
−4π2m2c
ω3
`

cos2 β′
L
d2 , (2.97)

where we have again made use of the grating equation, and used the distance L =

b/cosβ′ between the gratings along the ray at Ω = ω`. Using wavelengths instead
of frequencies:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

= −
λ`

2πc2

(mλ`
d

)2 L
cos2 β′(λ`)

. (2.98)

where cos2 β′(ω`) = 1− [2πc/(ω`d) + sinβ]2. The third derivative can be written as

d3Ψ

dΩ3

∣∣∣∣∣∣
ω`

= −
3
ω`

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

[
1 +

2
3

mλ`
d

sinβ′

cos2 β′

]
. (2.99)

To decide when the third term in the expansion [as defined in Eq. (1.179)] of the
phase response of the grating needs to be considered we evaluate the ratio

RG =

∣∣∣∣∣∣b3(Ω−ω`)3

b2(Ω−ω`)2

∣∣∣∣∣∣ =

∣∣∣∣∣ Ψ′′′(ω`)
3Ψ′′(ω`)

∣∣∣∣∣ |Ω−ω`| ≈ ∆ωp

ω`

[
1 +

2
3

mλ`
d

sinβ′

cos2 β′

]
(2.100)
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where the spectral width of the pulse ∆ωp was used as an average value for |Ω−ω`|.
Obviously it is possible to minimize (or tune) the ratio of second- and third- order
dispersion by changing the grating constant and the angle of incidence. The second
order dispersion increases with the square of the ratio mλ`/d cosβ′, thus faster than
the ratio RG that is proportional to that quantity. Grazing incidence, multiple order
may be considered when very large dispersion needs to be achieved on a relatively
narrow bandwidth.

The derivation of Eq. (2.98) could have been shortened considerably by using
the general relation between angular dispersion and GVD, Eq. (2.78). Indeed,
deriving from Eq. (2.94) the angular dispersion of a grating

dβ′

dΩ

∣∣∣∣∣
ω`

= −
2πc

ω2
`
d cosβ′

, (2.101)

and inserting in Eq. (2.78), we also obtain Eq. (2.98).

2.5.7 Grating pairs for pulse compressors

For all practical purpose, a pulse propagating from grating G1 to G2 can be consi-
dered as having traversed a linear medium of length L characterized by a negative
dispersion. We can write Eq. (2.98) in the form of:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

= k′′` L = −

{
λ`

2πc2

(
m
λ`
d

)2 1
cos2 β′(ω`)

}
L. (2.102)

Referring to Table 1.4 of Chapter 1, a bandwidth limited Gaussian pulse of duration
τG0, propagating through a dispersive medium characterized by the parameter k′′` ,
broadens to a Gaussian pulse of duration τG

τG = τG0

√
1 +

(
L
Ld

)2

, (2.103)

with a linear chirp of slope:

ϕ̈ =
2L/Ld

1 + (L/Ld)2

1
τ2

G0

(2.104)

where the parameter Ld relates both to the parameters of the grating and to the
minimum (bandwidth limited) pulse duration:

Ld =
τ2

G0

2|k′′
`
|
= π

(
cτG0

mλ`

)2 d
λ`

cos2 β′(ω`). (2.105)
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Conversely, a pulse with a positive chirp of magnitude given by Eq. (2.104) and
duration corresponding to Eq. (2.103) will be compressed by the pair of gratings
to a duration τG0. A pulse compressor following a pulse stretcher is used in nu-
merous amplifications systems and will be dealt with in Chapter 8.1. The “com-
pressor” is a pair of gratings with optical path L, designed for a compression ratio
τG/τG0 = L/Ld

9. The ideal compressor of length L will restore the initial (be-
fore the stretcher) unchirped pulse of duration τ0. To a departure x from the ideal
compressor length L, corresponds a departure from the ideal unchirped pulse of
duration τ0:

τG = τG0

√
1 +

x2

L2
d

. (2.106)

This pulse is also given a chirp coefficient (cf. Table 1.4) ā = x/Ld.
In most compressors, the transverse displacement of the spectral components at

the output of the second grating can be compensated by using two pairs of gratings
in sequence or by sending the beam once more through the first grating pair. As
with prisms, the overall dispersion then doubles. Tunability is achieved by chan-
ging the grating separation b. Unlike with prisms, however, the GVD is always
negative. The order of magnitude of the dispersion parameters of some typical
devices is compiled in Table 2.2.

The choice between gratings and prism for controllable dispersion is not always
a simple one. Prisms pairs have lower losses than gratings (the total transmission
through a grating pair usually does not exceed 80%), and are therefore the prefer-
red intracavity dispersive element. Gratings are often used in amplifier chain where
extremely high compression and stretching ratio are desired, which implies a small
Ld. It should be noted however that Ld is not only determined by the properties of
the prism or grating, but is also proportional to τ2

G0 as shown by Eq. (2.105). The-
refore, prisms stretcher-compressors are also used in medium power amplifiers for
sub-20 fs pulses. The disadvantage of prisms is that the beam has to be transmitted
through glass, which, for high power pulses, is a nonlinear medium.

2.5.8 Combination of focusing and angular dispersive elements

A disadvantage of prism and grating sequences is that for achieving large GVD the
length L between two diffraction elements becomes rather large, cf. Eq.(2.78). As
proposed by Martinez et al. [43] the GVD of such devices can be considerably in-
creased (or decreased) by using them in connection with focusing elements such as
telescopes. Let us consider the optical arrangement of Fig. 2.29, where a telescope
is placed between two gratings.

9In all practical cases with a pair of gratings, (L/Ld)2 � 1.
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Figure 2.29: Combination of a grating pair and a telescope. (a) Comparison of a standard
two grating combination of negative dispersion, and a zero-dispersion arrangement. The
solid lines show the beam paths in the standard configuration, as discussed in the previous
section and in Fig. 2.28. The total phase shift is largest for the red beam and smallest for
the blue beam. The dashed line corresponds to the zero-dispersion configuration, where
the gratings are both at a focal point of each lens, and the lens are spaced by two focal
distances. It is easily seen that all the optical paths are equal length. (b) Positive dispersion
configuration. The spacing between the gratings is smaller than 4 f , while the lens spacing
remains 2 f . The green beam has a longer optical path than the red beam. (c) The grating
spacing is larger than 4f (the lenses being still 2 f apart). This is still a negative dispersion
configuration: the blue beam has a shorter optical path than the green beam.
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Device λ` [nm] ω` [fs−1] Ψ′′ [fs2]
fused silica (Lg = 1 cm) 620 3.04 535

800 2.36 356
Brewster prism 620 3.04 -760
pair, fused silica

L = 50 cm 800 2.36 -523
grating pair 620 3.04 -9.3 104

b = 20 cm; β = 0o

d = 1.2 µm 800 2.36 -3 105

Table 2.2: Values of second-order dispersion for typical devices.

The solid lines in Fig. 2.29(a) show the optical path through a pair of parallel
gratings, for beam of decreasing wavelength from red (top) to blue (bottom). With
two lenses inserted between the gratings, such that the distance between gratings
L = 4 f , all optical paths are rigourously equal (zero dispersion configuration). The-
refore, Eq. (2.98) is still valid, provided the distance L between gratings is replaced
by L− 4 f . Since the telescope implies an image inversion, the orientation of the
second grating should be reversed, as in Fig. 2.29(b), in which the distance L is
smaller than 4 f . The sign of L− 4 f is negative, making the second order disper-
sion Eq. (2.98) positive. The green optical path experiences several additional 2π
phase shifts on the grating as compared to the red one. Such an arrangement is
used in amplifier systems to stretch pulses (chirped pulse amplification [44, 45].
When the distance between gratings is increased beyond L = 4 f [Fig. 2.29(c)] the
blue beam experiences a larger phase shift than the green beam, indicating negative
dispersion.

More generally, as shown in Fig. 2.30, the grating-lens configuration does no
need to be symmetrical, neither do the lenses need to have the same focal distance.
Let ∆ be the distance from the left grating to the left lens of focal distance f , and ∆′

the distance from the right grating to the right lens of focal distance f ′, the overall
dispersion is given by:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

= −
ω`
c

(
dα
dΩ

∣∣∣∣∣
ω`

)2 (
∆+ M2∆′

)
(2.107)

where a magnification factor M = f ′/ f has been introduced. Indeed, the angu-
lar dispersion of G1 is magnified by M to M(dα/dΩ). For the second grating to
produce a parallel output beam its dispersion must be M times larger than that of
G1.
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Figure 2.30: Most general configuration of grating-lens combination.

Matrix tools have been developed to compute the propagation of Gaussian be-
ams through a system of gratings. The matrices used are 3 × 3, an extension of
the conventional ABCD matrices for Gaussian beams, with an additional column
containing two additional terms to account for angular dispersion. Details can be
found in references [46–48].

In summary, the use of telescopes in connection with grating or prism pairs
allows us to increase or decrease the amount of GVD as well as to change the sign
of the GVD. Interesting applications of such devices include the recompression of
pulses after very long optical fibers [43] and extreme pulse broadening (> 1000)
before amplification [44]. A more detailed discussion of this type of dispersers,
including the effects of finite beam size, can be found in [35].
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Figure 2.31: Interaction of a Gaussian beam with a disperser.

2.6 Wave-optical description of angular
dispersive elements

Because our previous discussion of pulse propagation through prisms, gratings,
and other elements was based on ray-optical considerations, it failed to give details
about the influence of a finite beam size. These effects can be included by a wave-
optical description which is also expected to provide new insights into the spectral,
temporal, and spatial field distribution behind the optical elements. We will follow
the procedure developed by Martinez [35], and use the characteristics of Gaussian
beam propagation, i.e., remain in the frame of paraxial optics.

First, let us analyze the effect of a single element with angular dispersion as
sketched in Fig. 2.31. The electric field at the disperser can be described by a com-
plex amplitude Ũ(x,y,z, t) varying slowly with respect to the spatial and temporal
coordinate:

E(x,y,z, t) =
1
2

Ũ(x,y,z, t)ei(ω`t−k`z) + c.c. (2.108)

Using Eq. (1.210) the amplitude at the disperser can be written as

Ũ(x,y, t) = Ẽ0(t)exp
[
−

ik`
2q̃(d)

(x2 + y2)
]

= Ũ(x, t)exp
[
−ik`y2

2q̃(d)

]
(2.109)

where q̃ is the complex beam parameter, d is the distance between beam waist
and disperser, and Ẽ0 is the amplitude at the disperser. Our convention shall be
that x and y refer to coordinates transverse to the respective propagation direction
z. Further, we assume the disperser to act only on the field distribution in the x
direction, so that the field variation with respect to y is the same as for free space
propagation of a Gaussian beam. Hence, propagation along a distance z changes the
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last term in Eq. (2.109) simply through a change of the complex beam parameter
q̃. According to Eq. (1.216) this change is given by

q̃(d + z) = q̃(d) + z. (2.110)

To discuss the variation of Ũ(x, t) it is convenient to transfer to frequencies Ω̄ and
spatial frequencies ρ applying the corresponding Fourier transforms

Ũ(x,Ω̄) =

∫ ∞

−∞

Ũ(x, t)e−iΩ̄tdt (2.111)

and

Ũ(ρ,Ω̄) =

∫ ∞

−∞

Ũ(x,Ω̄)e−iρxdx. (2.112)

A certain spatial frequency spectrum of the incident beam means that it contains
components having different angles of incidence. Note that Ω̄ is the variable des-
cribing the spectrum of the envelope (centered at Ω̄ = 0), while Ω = Ω̄ +ω` is the
actual frequency of the field. In terms of Fig. 2.31 this is equivalent to a certain
angular distribution ∆γ. The spatial frequency ρ is related to ∆γ through

∆γ =
ρ

k`
. (2.113)

For a plane wave, Ũ(ρ,Ω̄) exhibits only one non-zero spatial frequency component
which is at ρ = 0. The disperser not only changes the propagation direction (γ0→

θ0) but also introduces a new angular distribution ∆θ of beam components which
is a function of the angle of incidence γ and the frequency Ω̄

∆θ = ∆θ(γ,Ω)

=
∂θ

∂γ

∣∣∣∣∣
γ0

∆γ+
∂θ

∂Ω

∣∣∣∣∣
ω`

Ω̄

= α∆γ+βΩ̄. (2.114)

The quantities α and β are characteristics of the disperser and can easily be determi-
ned, for example, from the prism and grating equations.10 By means of Eq. (2.113)
the change of the angular distribution ∆γ→ ∆θ can also be interpreted as a trans-
formation of spatial frequencies ρ into spatial frequencies ρ′ = ∆θk` where

ρ′ = αk`∆γ+ k`βΩ̄ = αρ+ k`βΩ̄. (2.115)

10For a Brewster prism adjusted for minimum deviation we find α = 1 and β = −(λ2/πc)(dn/dλ).
The corresponding relations for a grating used in diffraction order m are α = cosγ0/cosθ0 and β =

−mλ2/(2πcd cosθ0).
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Just behind the disperser we have an amplitude spectrum ŨT (ρ′,Ω̄) given by

ŨT (ρ′,Ω̄) = C1Ũ
(

1
α
ρ′−

k`
α
βΩ̄,Ω̄

)
(2.116)

where C1 and further constants Ci to be introduced are factors necessary for energy
conservation that shall not be specified explicitly. In spatial coordinates the field
distribution reads

ŨT (x,Ω̄) =

∫ ∞

−∞

ŨT (ρ′,Ω̄)eiρ′xdρ′

= C1

∫ ∞

−∞

Ũ
(

1
α
ρ′−

k`
α
βΩ̄, Ω̄

)
eiρ′xdρ′

= C1

∫ ∞

−∞

Ũ(ρ,Ω̄)eiαρxeik`βΩ̄xd(αρ)

= C2eik`βΩ̄xŨ(αx,Ω̄). (2.117)

The disperser introduces a phase factor exp
(
ik`βΩ̄x

)
and a magnification factor α.

For the overall field distribution we obtain with Eqs. (2.109), (2.110), and (2.117)

ŨT (x,y,Ω̄) = C3Ẽ0(Ω̄)eik`βΩ̄x exp
[
−

ik`
2q̃(d)

(
α2x2 + y2

)]
. (2.118)

The field a certain distance L away from the disperser is connected to the field
distribution Eq. (2.118) through a Fresnel transformation which describes the free
space propagation. Thus, it can be written as

ŨT (x,y,L,Ω̄) = C4 exp
[
−ik`y2

2q̃(d + L)

]∫
Ẽ0(Ω̄)eik`βΩ̄x′

× exp
[
−i

k`
2q̃(d)

α2x′2
]
exp

[
−

iπ
Lλ

(x− x′)2
]
dx′. (2.119)

Solving this integral yields an analytical expression for the spectral amplitude

ŨT (x,y,L,Ω̄) = C5Ẽ0(Ω̄)exp
[
−ik`

x2

2L

]
×exp

[
−ik`

y2

2q̃(d + L)

]
exp

{
ik`L

2
q̃(d)

q̃(d +α2L)

[
x2

L2 + 2
βx
L

Ω̄+β2Ω̄2
]}
.

(2.120)

The phase term proportional to Ω̄2 is responsible for GVD according to our discus-
sion in the section on linear elements. As expected from our ray-optical treatment,
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this term increases with increasing distance L and originates from angular disper-
sion β. The term linear in Ω̄ varies with the transverse coordinate x. It describes a
frequency variation across the beam and accounts for different propagation directi-
ons of different spectral components. We know that exponentials proportional to
b1Ω̄ result in a pulse delay, as discussed previously following Eq. (1.181). Since
b1 ∝ x the pulse delay changes across the beam — a feature which we have called
tilt of pulse fronts. This proves the general connection between angular dispersion
and pulse front tilting introduced earlier in a more intuitive way.

For a collimated input beam and α = 1 we can estimate

q̃(d)
q̃(d +α2L)

≈ 1 (2.121)

and the temporal delay becomes b1 = k`βx. Looking at the beam at a certain instant
the corresponding spatial delay is k`βxc. Thus, we find for the tilt angle α

| tanα| =
∣∣∣∣∣ d
dx

(k`βxc)
∣∣∣∣∣ = ω`

∣∣∣∣∣ dθ
dΩ̄

∣∣∣∣∣
Ω̄=0

∣∣∣∣∣ = λ`

∣∣∣∣∣dθdλ

∣∣∣∣∣
λ`

∣∣∣∣∣∣ (2.122)

which confirms our previous results, cf. Eq. (2.72). With the same approximation
we obtain for the GVD term:

d2Ψ

dΩ̄2
= 2b2 = −k`Lβ2 = −

Lω`
c

(
dθ
dΩ

∣∣∣∣∣
ω`

)2

(2.123)

in agreement with Eq. (2.78).
For compensating the remaining angular dispersion we can use a properly alig-

ned second disperser which has the parameters α′ = 1/α and β′ = β/α. According
to our general relation for the action of a disperser (2.117) the new field distribution
after this second disperser is given by

ŨF = C2eik`
β
α Ω̄xŨT (

x
α
,y,L,Ω̄)

= C6Ẽ0(Ω̄)e
i
2 k`Ω̄2β2L exp

{
−ik`

2

[
(x +αβΩ̄L)2

q̃(d +α2L)
+

y2

q̃(d + L)

]}
,

(2.124)

which again exhibits the characteristics of a Gaussian beam. Hence, to account
for an additional propagation over a distance L′, we just have to add L′ in the
arguments of q̃. As discussed by Martinez [35] α , 1 gives rise to astigmatism
(the position of the beam waist is different for the x and y directions) and only for
a well-collimated input beam does the GVD not depend on the travel distance L′
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after the second disperser. For α = 1 and q(d + L + L′) ≈ q(0) (collimated input
beam) the field distribution becomes

ŨF(x,y,L,Ω̄) = C6Ẽ0(Ω̄)e
i
2 k`β2LΩ̄2

exp

− (x +βΩ̄L)2 + y2

w2
0

 . (2.125)

The first phase function is the expected GVD term. The Ω̄ dependence of the se-
cond exponential indicates the action of a frequency filter. At constant position x,
its influence increases with increasing (βΩ̄L/w0)2, i.e., with the ratio of the late-
ral displacement of a frequency component Ω and the original beam waist. The
physics behind is that after the second disperser, not all frequency components
can interfere over the entire beam cross-section, leading to an effective bandwidth
reduction and thus to pulse broadening. If the experimental situation requires
even this to be compensated, the beam can be sent through an identical second
pair of dispersers (e.g., prisms). Within the approximations introduced above we
just have to replace L by 2L in Eqs. (2.124),(2.125). For a well collimated beam
(βΩ̄L/w0� 1) this results in

ŨF2(x,y,L,Ω̄) = C7Ẽ0(Ω̄)eik`β2LΩ̄2
e−(x2+y2)/w2

0 . (2.126)

In this (ideal) case the only modification introduced by the dispersive element is
the phase factor leaving the beam characteristics unchanged.

It is quite instructive to perform the preceding calculation with a temporally
chirped input pulse as in Eq. (1.41) having a Gaussian spatial as well as temporal
profile [35]:

Ẽ0(t) = E0e−(1+ia)(t/τG)2
e−(x2+y2)/w2

0 . (2.127)

The (temporal) Fourier transform yields

Ẽ0(Ω̄) = C8 exp
(
i
Ω̄2τ̃a

4

)
exp

(
−

Ω̄2τ̃2

4

)
exp

− x2 + y2

w2
0

 (2.128)

with τ̃2 = τ2
G/(1+a2), where according to our discussion following Eq. (1.47) τG/τ̃

is the maximum possible shortening factor after chirp compensation. This pulse is
to travel through an ideal two-prism sequence described by Eq. (2.125) where βL
has to be chosen so as to compensate exactly the quadratic phase term of the input
pulse Eq. (2.128). Under this condition the insertion of Eq. (2.128) into Eq. (2.125)
yields

ŨF(x,y,Ω̄,L) = C9e−Ω̄2τ̃2/4 exp

− (x +βΩ̄L)2 + y2

w2
0

 . (2.129)
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The time dependent amplitude obtained from Eq. (2.129) after inverse Fourier
transform is

Ẽ(t) = C10 exp
(
−t2

τ̃2(1 + u2)

)
exp

 −x2

(1 + u2)w2
0

−
y2

w2
0

exp
[
−iu2xt

(1 + u2)βL

]
, (2.130)

where u = 2βL/(τ̃w0). The last exponential function accounts for a frequency
sweep across the beam which prevents the different frequency components from
interfering completely. As a result, the actual shortening factor is

√
1 + u2 times

smaller than the theoretical one, as can be seen from the first exponential function.
The influence of such a filter can be decreased by using a large beam size. A me-
asure of this frequency filter, i.e., the magnitude of the quantity (1 + u2), can be
derived from the second exponent. Obviously the quantity (1 + u2) is responsible
for a certain ellipticity of the output beam which can be measured.

2.7 Optical matrices optical matrix for dispersive systems

In Chapter 1 we pointed out the similarities between Gaussian beam propagation
and pulse propagation. Even though this fact has been known for many years [30,
49], it was only recently that optical matrices have been introduced to describe
pulse propagation through dispersive systems [46,50–53] in analogy to optical ray
matrices. The advantage of such an approach is that the propagation through a
sequence of optical elements can be described using matrix algebra. Dijaili et
al. [52] defined a 2× 2 matrix for dispersive elements which relates the complex
pulse parameters (cf. Table 1.4) of input and output pulse, p̃ and p̃′, to each other.
Döpel [50] and Martinez [51] used 3×3 matrices to describe the interplay between
spatial (diffraction) and temporal (dispersion) mechanisms in a variety of optical
elements, such as prisms, gratings and lenses, and in combinations of them. The
advantage of this method is the possibility to analyze complicated optical systems
such as femtosecond laser cavities with respect to their dispersion — a task of
increasing importance, as attempts are being made to propagate ultrashort pulses
near the bandwidth limit through complex optical systems. The analysis is difficult
since the matrix elements contain information pertaining to both the optical system
and of pulse.

One of the most comprehensive approaches to describe ray and pulse charac-
teristics in optical elements by means of matrices is that of Kostenbauder [53]. He
defined 4× 4 matrices which connect the input and output ray and pulse coordi-
nates to each other. As in ray optics, all information about the optical system is
carried in the matrix while the spatial and temporal characteristics of the pulse are
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represented in a ray-pulse vector (x,Θ,∆t,∆ν). Its components are defined by po-
sition x, slope Θ, time t and frequency ν. These coordinates have to be understood
as difference quantities with respect to the coordinates of a reference pulse. The

spatial coordinates are similar to those known from the ordinary
(

A B
C D

)
ray ma-

trices. However, the origin of the coordinate system is defined now by the path of
a diffraction limited reference beam at the average pulse frequency. This reference
pulse has a well-defined arrival time at any reference plane; the coordinate ∆t, for
example, is the difference in arrival time of the pulse under investigation. In terms
of such coordinates and using a 4× 4 matrix, the action of an optical element can
be written as 

x
Θ

∆t
∆ν


out

=


A B 0 E
C D 0 F
G H 1 I
0 0 0 1




x
Θ

∆t
∆ν


in

(2.131)

where A,B,C,D are the components of the ray matrix and the additional elements
are

E =
∂xout

∂∆νin
, F =

∂Θout

∂∆νin
, G =

∂∆tout

∂xin
, H =

∂∆tout

∂Θin
, I =

∂∆tout

∂∆νin
. (2.132)

The physical meaning of these matrix elements is illustrated by a few examples of
elementary elements in Fig. 2.32. The occurrence of the zero-elements can easily
be explained using simple physical arguments, namely (i) the center frequency
must not change in a linear (time invariant) element and (ii) the ray properties must
not depend on tin. It can be shown that only six elements are independent of each
other [53] and therefore three additional relations between the nine nonzero matrix
elements exists. They can be written as

AD−BC = 1

BF −ED = λ`H (2.133)

AF −EC = λ`G.

Using the known ray matrices [54] and Eq. (2.132), the ray-pulse matrices for a
variety of optical systems can be calculated. Let us construct as an example the
matrix for an air-glass interface. The various elements can be calculated directly
from Snell’s law. Let Θin be the angle of incidence, and Θout the angle of refraction.

A system matrix can be constructed as the ordered product of matrices corre-
sponding to the elementary operations (as in the example of the prism constructed
from the product of two interfaces and a propagation in glass). An important fe-
ature of a system of dispersive elements is the frequency dependent optical beam
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matrix

element
function example

x
out

F             angular dispersion Θ
out

G             tilt of pulse front

E             position dispersion

H             delay due to angular disp.

I             delay due to spectrum

c∆t
out

x
in

Θ
in c∆t

out

c∆t
out

∆νin

∆νin

∆νin

matrix

element
function example

x
out

F             angular dispersion Θ
out

G             tilt of pulse front

E             position dispersion

H             delay due to angular disp.

I             delay due to spectrum

c∆t
out

x
in

Θ
in c∆t

out

c∆t
out

∆νin

∆νin

∆νin

Figure 2.32: Illustration of the function performed by the matric elements E, F, G, H,
and I. The path of the reference beam at the central wavelength is represented by the
solid line, while the dotted line indicates the displaced path caused by Θin, xin or ∆νin. A
dispersive prism introduces a transverse wavelength dependent displacement of the beam,
xout. To a change in optical frequency ∆νin from the central frequency ν` corresponds
an angular deviation Θout at a dispersive interface. At the same dispersive interface, to a
transverse displacement xin left of the interface corresponds an energy front tilt ∆tout = Gxin
right of the interface. There is also a contribution to the energy front tilt associated with the
angular dispersion, which is ∆tout = HΘin. Finally, on axis of a lens which has chromatic
aberration, the displaced wavelength suffers a delay ∆tout = I∆νin.

path P, and the corresponding phase delay Ψ. This information is sufficient for ge-
ometries that do not introduce a change in the beam parameters. Examples which
have been discussed in this respect are four-prism and four-grating sequences illu-
minated by a well-collimated beam.

As shown in Ref. [53], Ψ can be expressed in terms of the coordinates of the
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Lens or Mirror (ML) Brewster Prism (MBP)
1 0 0 0
−1/ f 1 0 0

0 0 1 0
0 0 0 1




1 Lg/n3 0 −
S Lg

n3

0 1 0 −2S

− 2S
λ`
−

LgS
n3λ`

1 LgS 2

n3λ`
+ 2πLgk′′`

0 0 0 1


f — focal length S = 2π ∂n

∂Ω

∣∣∣
ω`

, Lg — mean glass path

Dispersive Slab (MDS ) Grating (MG)


1 L/n 0 0
0 1 0 0
0 0 1 2πLk′′`
0 0 0 1



−

cosβ′

cosβ 0 0 0

0 −
cosβ
cosβ′ 0 c(sinβ′−sinβ)

λ` sinβ′
sinβ−sinβ′

csinβ 0 1 0
0 0 0 1


k′′` = d2k

dΩ2

∣∣∣∣
ω`

, Lg – thickness of

slab

β – angle of incidence, β′ – diffraction angle

Table 2.3: Examples of Ray-Pulse Matrices

system matrix as

Ψ =
π∆ν2

B
(EH−BI)−

π

Bλ`
Q(∆ν) (2.134)

where

Q(∆ν) =
(

xin xout
) ( A −1
−1 D

)(
xin

xout

)
+ 2

(
E λ0H

) ( xin

xout

)
(2.135)

and xin, xout are the position coordinates of the input and output vectors, respecti-
vely. The argument ∆ν of Q and Ψ is the cyclic frequency coordinate relative
to the pulse central frequency ∆ν = (Ω−ω`)/2π. The calculations according to
Eq. (2.134) have to be repeated for a set of frequencies to obtain Ψ(ν). From Ψ(ν)
we can then determine chirp and temporal behavior of the output pulses using the
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relation (1.177) for linear elements without losses. For pulses incident on-axis
(xin = 0), Eq. (2.135) yields for the phase response

ΨM(∆ν) =
1

4πB

[(
EH−BI−

1
λ`

DE2
)
∆ν2−4πEH∆ν

]
, (2.136)

where the index M is to express the derivation of the phase response from the
ray-pulse matrix. Information about the temporal broadening can also be gained
directly from the matrix element I since ∆tout = ∆tin + ∆νI. Wave packets centered
at different frequencies need different times to travel from the input to the exit plane
which gives an approximate broadening of I∆ν for a bandwidth limited input pulse
with a spectral width ∆ω` = 2π∆ν`. For on-axis propagation (xin = xout = 0) we
find Q(∆ν) = 0 and the dispersion is given by the first term in Eq. (2.134). For a
dispersive slab, for example, we find from Table 2.3:

ΨM =
1
2

Lgk′′` (Ω−ω`)2 (2.137)

which agrees with Eq. (1.184) and the accompanying discussion.
As another example let us discuss the action of a Brewster prism at minimum

deviation and analyze the ray-pulse at a distance La behind it. The system matrix
is the product of (MBP) and (MDS ) for free space, which is given by

1 B+ La 0 E + FLa

0 1 0 F
G H 1 I
0 0 0 1

 . (2.138)

For the sake of simplicity the elements of the prism matrix have been noted A,B,. . . ,H.
For the new position and time coordinate we obtain

xout = xin + (B+ La)Θin + (E + FLa)∆ν (2.139)

and
∆tout = Gxin + HΘin +∆tin + I∆ν. (2.140)

Let us next verify the tilt of the pulse fronts derived earlier. The pulse front tilt can
be understood as an arrival time difference ∆tout which depends on the transverse
beam coordinate xout. The corresponding tilt angle α′ is then

tanα′ =
∂(c∆tout)
∂xout

= c
∂∆tout

∂xin

∂xin

∂xout
= cG. (2.141)
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After we insert G for the Brewster prism, the tilt angle becomes (cf. Table 2.3):

tanα′ = −2ω`
∂n
∂Ω

∣∣∣∣∣
ω`

= 2λ`
∂n
∂λ

∣∣∣∣∣
λ`

. (2.142)

This result is equivalent to Eq. (2.71) if we use a/b = 2, which is valid for Brewster
prisms. The different signs result from the direction of the x-axis chosen here.

As a final example we want to apply the matrix formalism to discuss the field
distribution behind a two-prism sequence used for pulse compression, such as the
one sketched in Fig. 2.25. We assume that one prism is traversed at the apex while
the second is responsible for a mean glass path Lg. The corresponding system
matrix is obtained by multiplying matrix (2.138) from the left with the transposed11

matrix of a Brewster prism. The result is
1 Lg

n3 + La 0 −S
[ Lg

n3 + 2La
]

0 1 0 0
0 S

λ`

[ Lg

n3 + 2La
]

1 − S 2

λ`

[ Lg

n3 + 4Lg
]
−2πk′′` Lg

0 0 0 1

 . (2.143)

To get a simplified expression, we make the assumption that Lg� La, which allows
us to neglect terms linear in Lg in favor of those linear in La, whenever they appear
in a summation. For the second derivative of the phase response (2.136) we find

Ψ′′(ω`) = Lgk′′` −
8π
λ`

La

(
dn
dΩ

∣∣∣∣∣
ω`

)2

(2.144)

which is consistent with the exact solution Eq. (C.18), within the approximation of
Lg� La, implying negligible angular dispersion inside the prisms.

It is well known that ray matrices can be used to describe Gaussian beam pro-
pagation, e.g., [54]. The beam parameter of the output beam is connected to the
input parameter by

q̃out =
Aq̃in + B
Cq̃in + D

. (2.145)

Kostenbauder [53] showed that, in a similar manner, the ray-pulse matrices contain
all information which is necessary to trace a generalized Gaussian beam through
the optical system. Using a 2×2 complex “beam” matrix (Q̃in), the amplitude of a
generalized Gaussian beam is of the form

exp
[
−

iπ
λ`

(
xin xout

) (
Q̃in

)−1
(
xin

tin

)]
(2.146)

11Note that the second prism has an orientation opposite to the first one.
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which explicitly varies as

exp
[
−

iπ
λ`

(
Q̃r

xxx2
in + 2Q̃r

xt xintin− Q̃r
ttt

2
in

)]
× exp

[
π

λ`

(
Q̃i

xxx2
in + 2Q̃i

xt xintin− Q̃i
ttt

2
in

)]
, (2.147)

where Q̃r
i j, Q̃i

i j are the real and imaginary coordinates of the matrix (Q̃in)−1 and
Q̃xt = −Q̃tx. The first factor in Eq.(2.147) expresses the phase behavior and ac-
counts for the wave front curvature and chirp. The second term describes the spatial
and temporal beam (pulse) profile. Note that unless Q̃r,i

xt = 0 the diagonal elements
of (Q̃in) do not give directly such quantities as pulse duration, beam width, chirp
parameter, and wave front curvature. One can show that the field at the output of an
optical system is again a generalized Gaussian beam where in analogy to (2.145)
the generalized beam parameter (Q̃out) can be written as

(
Q̃out

)
=

(
A 0
G 1

) (
Q̃in

)
+

(
B E/λ`
H I/λ`

)
(

C 0
0 0

) (
Q̃in

)
+

(
D F/λ`
0 1

) . (2.148)

The evaluation of such matrix equations is quite complex since it generally gi-
ves rather large expressions. However, the use of advanced algebraic formula-
manipulation computer codes makes this approach practicable.

2.8 Numerical approaches

The analytical and quasi-analytical methods to trace pulses give much physical in-
sight but fail if the optical systems become too demanding and/or many dispersion
orders have to be considered.

There are commercial wave and ray tracing programs available that allow one
to calculate not only the geometrical path through the system but also the associated
phase. Thus complete information on the complex field distribution (amplitude and
phase) in any desired plane is retrievable.

Problems

1. Dispersion affects the bandwidth of wave-plates. Calculate the maximum
pulse duration for which a 10th order quarter wave plate can be made of
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crystalline quartz, at 266 nm, using the parameters given with Eq. (2.2). We
require that the quarter-wave condition still be met with 5% accuracy at ±
(1/τp) of the central frequency. What is the thickness of the wave-plate?

2. We consider here a Fabry-Perot cavity containing a gain medium. To sim-
plify, we assume the gain to be linear and uniform in the frequency range
around a Fabry-Perot resonance of interest. Consider this system to be irra-
diated by a tunable probe laser of frequency νp.

a Find an expression for the transmission and reflection of this Fabry-
Perot with gain as a function of the frequency of the probe laser.

b Find the gain for which the expression for the transmission tends to
infinity. What does it mean?

c Describe how the gain modifies the transmission function of the Fabry-
Perot (linewidth, peak transmission, peak reflection). Sketch the trans-
mission versus frequency for low and high gain.

d With the probe optical frequency tuned to the frequency for which the
empty (no gain) Fabry-Perot has a transmission of 50%, find its trans-
mission factor for the value of the gain corresponding to lasing thres-
hold.

3. Calculate the transmission of pulse propagating through a Fabry-Perot inter-
ferometer. The electric field of the pulse is given by E(t) = E(t)eiω`t, where
E(t) = exp(−|t|/τ) and τ = 10 ns. The Fabry Perot cavity is 1 mm long, fil-
led with a material of index n0 = 1.5, and both mirrors have a reflectance
of 99.9%. The wavelength is 1 µm. What is the transmission linewidth
(FWHM) of this Fabry-Perot? Find analytically the shape (and duration) of
the pulse transmitted by this Fabry Perot, assuming exact resonance.

4. Consider the same Fabry-Perot as in the previous problem, on which a Gaus-
sian pulse (plane wave) is incident. The frequency of the Gaussian pulse is
0.1 ns−1 below resonance. Calculate (numerically) the shape of the pulse
transmitted by this Fabry Perot, for various values of the pulse chirp a. The
pulse envelope is:

Ẽ(t) = e−(1+ia)( t
τG

)2
.

Is there a value of a for which the pulse transmitted has a minimum duration?

5. Consider the Gires–Tournois interferometer. (a) As explained in the text, the
reflectivity is R = constant = 1, while the phase shows a strong variation with
frequency. Does this violate the Kramers–Kronig relation? Explain your
answer. (b) Derive the transfer function (??).
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6. Derive an expression for the space-time intensity distribution of a pulse in
the focal plane of a chromatic lens of focal length f (λ). To obtain an analyti-
cal formula make the following assumptions. The input pulse is bandwidth-
limited and exhibits a Gaussian temporal and transverse spatial profile. The
lens has an infinitely large aperture and the GVD can be neglected. [Hint:
You can apply Gaussian beam analysis for each spectral component to obtain
the corresponding field in the focal plane. Summation over spectral contribu-
tions (Fourier back-transform) gives then the space-time field distribution.]

7. Calculate the third order dispersion for a pair of isosceles prisms, not neces-
sarily used at the minimum deviation angle, using the procedure that led to
Eq. (C.18). Compare with Eq. (2.92).

8. Calculate the optimum pair of prisms to be inserted into the cavity of a
femtosecond pulse laser at 620 nm. The criterium is that the prism pair
should provide a 20% GVD tunability around −800 fs2, and the next higher-
order dispersion should be as small as possible. With the help of Table 2.1
choose a suitable prism material, calculate the apex angle of the prisms for
the Brewster condition at symmetric beam path, and determine the prism se-
paration. If needed, assume a beam diameter of 2 mm to estimate a minimum
possible glass path through the prisms.

9. Derive the ray-pulse matrix (2.143) for a pair of Brewster prisms. Verify the
second-order dispersion given in relation (C.18), without the assumption of
Lg� La.

10. Derive the delay and aberration parameter of a spherical mirror as given in
Eqs. (2.56) and (2.57). Explain physically what happens if a parallel input
beam impinges on the mirror with a certain angle α.

11. A parallel beam with plane pulse fronts impinges on a circular aperture with
radius R centered on the optic axis. The pulse is unchirped and Gaussian.
Estimate the frequency shift that the diffracted pulse experiences if measured
with a detector placed on the optic axis. Give a physical explanation of this
shift. Make a numerical estimate for a 100 fs and a 10 fs pulse. Can this
effect be used to obtain ultrashort pulses in new spectral regions by placing
diffracting apertures in series? [Hint: you can start with Eq. (2.51) and take
out the lens terms. For mathematical ease you can let R→∞).] Note that a
frequency shift (of the same origin) occurs when the on-axis pulse spectrum
of a Gaussian beam is monitored along its propagation path.
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L = 20 cm

R = 60 cm

EO

P

Figure 2.33: Ring resonator. Consider the electro-optic switch (EO, Pockel’s cell) and
the polarizing beam splitter only for part (d). The polarization of the beam circulating in
the cavity gets rotated from the plane of the ring into the orthogonal direction when an
electrical pulse is applied to the Pockel’s cell, and extracted from the cavity by a polarizing
beam splitter. The risetime of the electrical pulse is short compared to the cavity round-trip
time.

12. Consider the 3-mirror ring resonator sketched in Fig. 2.33. Two of the
mirrors are flat and 100% reflecting, while one mirror of field reflectivity
r = 0.9999% and 60 cm curvature, serves as input and output of this resona-
tor. We are operating at a wavelength of 800 nm. The perimeter of the ring
is 60 cm. A beam with a train of pulses, of average incident power of P0 = 1
mW is sent, properly aligned, into the input path of this resonator.

a Calculate the size and location of the beam waist w0 of the fundamental
mode of this resonator, and the size of the beam (w) at the output mirror.
Explain why the output power P2 does not depend on the wavelength.

b Derive an expression for the field inside the resonator Ei as a function
of the input field E0.

c Consider this passive cavity being irradiated from the outside by a train
of femtosecond pulses, for its use as a photon storage ring. Show that
two conditions need to be fulfilled for this cavity to be exactly resonant,
which may not always be simultaneously met.

d Let us assume next that the train of pulses, with a wavelength near
800 nm, corresponds to exactly a “resonance” of this resonator, both
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in frequency and repetition rate. A fast electro-optic switch is included
in the ring, such that it directs the electromagnetic wave out of the
resonator for a round-trip time of the cavity, every N round-trip times
(cavity dumping). The switch opens in a time short compared to the
round-trip time. Explain how this device can be used to create short
output pulses with a larger single-pulse energy than the incident pulses.
What energy could be obtained in the case of (i) N = 100 and (ii) N =

5000.
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Chapter 3

Semi-Classical Light–Matter
Interaction

Introduction

Most fields of science are taught following historical developments. For instance,
geometry started with cartesian coordinates, in which circles, ellipses hyperbo-
lae are totally different and unrelated objects. Going from cartesian to slanted
coordinates, one realizes that circles are just a particular case of ellipses. It took
projective coordinates to realize that circles, ellipses and hyperbolae are just one
object. Teaching analytical geometry in particularizing from the general projective
coordinates towards the more narrow minded cartesian one, gives a much richer
and elegant understanding of geometry.

The same can be said of light-matter interaction, in particular nonlinear optics.
We have taken the conventional approach in the preceding chapters, by describing
matter as an ensemble of electric dipoles, which respond linearly to the electric
field. The next step, if we follow the “historical” approach, would be to expand
the polarization in a power series of the applied field, to describe nonlinear optics.
Another aspect of the same “weak field” nonlinearities is typically presented by a
quantum mechanical perturbation treatment. In most nonlinear optics treatments,
there is a chapter suggesting that it is the index of refraction that should be expan-
ded in a power series of the intensity. Then it is suggested that the power expansion
is sometimes invalid. Finally, there is generally a chapter on “short pulse nonlinear
optics”.

It would be a daunting, but very useful task, to re-organize the field from the
more general view of atom-field interaction, proceeding by successive approxi-
mations, down to the most particular case of classical nonlinear optics. A more
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modest approach will be used here, limited to semi-classical models of electron -
atom - molecule near-resonant interactions, to non-resonant nonlinear optics. Ne-
arly all problems of linear and nonlinear optics are generally treated in a stationary
approximation. Ultrashort pulses are bringing the awareness that not all situation
can be treated as “steady-state”, the latter being an asymptotic limit of a transient
behavior.

3.1 Light-electron interaction

In the description of matter by an “index of refraction” or a “polarization”, one
tends to forget that the nature of light-matter interaction is simply re-radiation of
electrons driven by the optical field. Electrons are accelerated by a combination of
the applied electromagnetic field of the light and the field of other particles, and fol-
low trajectories dependent on the light polarization. The moving electrons radiate
a field that adds to that of the light, resulting in phase and amplitude changes of the
optical field. This situation is traditionally described by an isotropic, polarization
independent, polarizability, or index of refraction of a plasma. It is shown in the
next subsection that this description does not match the response of free electrons
created by tunnel ionization. It will be shown next how this case of free electrons
connect to the conventional steady state response of a plasma.

3.1.1 Free electrons after tunnel ionization

Free electrons can be produced by ionization of a molecule under a high optical
field. There are two channels of strong field ionization: multiphoton or tunneling.
The two regimes are distinguished by the Keldysh parameter γ [1]:

γ =

√
Ip

2Up
, (3.1)

where Ip is the ionization potential, and Up is the ponderometive energy or the
average kinetic energy of a free electron oscillating in the laser field. If e and me

are the charge and mass of the electron; ω the (angular) frequency of the light field
of amplitude E:

Up =
e2E2

4meω2 . (3.2)

Up expressed in eV as a function of the light intensity I` in W/cm2 and the wave-
length λ in microns is:

Up = 9.33 ·10−14I`λ2 (3.3)
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In the “quasistatic limit” of γ < 1 the dressed Coulomb barrier is essentially
static as seen by the electrons and the method of releasing the electrons is domina-
ted by tunneling. For γ > 1 the electron release is most likely described by photon
absorption, and multiphoton features are more dominant [2]. The difference bet-
ween tunneling and multiphoton is easily recognized in measurements of velocity
mapping imaging (VMI) where the electron momentum distribution following io-
nization is measured [3]. We consider here as an example the case of ionization
by a fs pulse at 800 nm where a tunneled electron leaves its parent atom/molecule
instantaneously along the direction of light polarization, at the moment of ioniza-
tion, with zero velocity [4]. The electrons leave the atom from a Rydberg state
that typically has an orbit radius one order of magnitude larger than the atomic
radius. Formulae can be found in the literature for the tunneling rate and the ratio
of electron production for various polarization [5,6]. We are here just interested in
following the motion of the electron, subjected to the force F due to a combination
of the optical field E and a Coulomb field Fc:

F = −qE + Fc = ma, (3.4)

where a is the acceleration of the electron of mass m and charge q. In this classical
approach, we neglect the magnetic force on the electron. The tunneled electron is
released at time t0 in the optical field given by:

E =
E(t,r)
√

1 +ε

[
cosω(t− t0)~x +εsinω(t− t0)~y

]
, (3.5)

where ε defines the light polarization (ε = 0 for linear polarization) and E(r, t) is
the envelope of the field. At any time t ≥ t0, the velocity of the electron is given by:

3 =
qE(t,r)

mω
(sinωt ~x−εcosωt ~y) +~yε

qE(t0,r0)
mω

. (3.6)

In circular polarization (ε= 1), the electron acquires a drift velocity 3d = qE(t0,r0)/(mω)
along ~y, long after the laser pulse is gone. At the moment of ionization t0 = 0, the
electron velocity is zero, hence there must be a drift term to fulfill the initial condi-
tion. Let us consider a pulse of intensity of 2.8·1014 W/cm2 as is realized in a light
filament in air (see Section ??). To this circularly polarized pulse corresponds a
field peak amplitude of 4.62× 108 V/cm, the drift velocity of the electron ionized
by this field is 3.45 ·104 cm/s or 1.6 atomic units.

The position of the electron is

r =
qE0

mω2 (−cosωt~x−~yε sinωt) +~yε
qE0

mω
t + r0 +

qE0

mω2 ~x. (3.7)
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It means that the electron having the negative charge will oscillate in the same
direction and phase of the laser field. Consistently with neglecting the magnetic
forces, we ignore the motion out of the polarization plane “xy plane”. The coordi-
nates of the electron are:

x =
qE0

mω2 (−cosωt) + x0 +
qE0

mω2 (3.8)

y = ε
qE0

mω
t(−

sinωt
ωt

+ 1). (3.9)

The initial position is taken to be 10 times the atomic radius of nitrogen which is
65 picometers or 0.65/0.52918 = 1.22 atomic units. The amplitude of the oscilla-
tion is qE0/(mω2) = 1.4 nm corresponding to 27.7 atomic units. Within the 200
femtosecond of a circularly circularly polarized pulse, the electron ionized at the
peak has moved qE0/(mω)t which is 1.23·102 nm or 6.52 ·103 atomic units in 100
fs.

The radiation of a non-relativistic moving charge [7] is expressed as

∆E =
q
ε0c

~n× (~n× ~̇β)
R

+
qd
ε0R2 . (3.10)

where β = 3/c , ε0 is the vacuum permittivity, ~n = ~R/R is the unit vector of the
observation point ~R and “d” is the displacement of the charge that can be calculated
at time t from the position equations (3.9). Note that there are two terms in the
electron response: the first one is the “radiation term”, and is only relevant at very
high intensities. In our example of 2.8·1014 W/cm2 considered here, it is two orders
of magnitude smaller than the second term. Since the latter involves the distance
from the parent ion to the electron, it is called the “dipole term”. The classical
definition of the polarization relates to this dipole term, generally defined as P =

Nqd, where N is the density of electrons. This definition relates to the second
term of Eq. (3.10) in an homogeneous medium where R−3 = N, and the field of the
electron cloud reacting to the applied field is ∆E = P/ε0.

The electron trajectories in the first ps after ionization and their emission into
the applied field is a deterministic problem that can only be solved by numerical
calculations. Some calculations of the transient response of the electron cloud in
linear polarization were reported by Romanov and Levis [8]. An example of the
transient response is reproduced in Fig. 3.1.

For mixed gases the contribution of each material (in the absence of interaction)
can be calculated separately. The distance between electrons changes with time and
position. The response of the electrons is a field ∆E, calculated for each point in
space as a function of time, which modifies the applied field: E(z+∆z) = E(z)+∆E.
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Figure 3.1: The cumulative polarization response of a medium that is being tenuously
ionized by a laser pulse with rectangular envelope. The laser electric field oscillations are
shown for comparison, not to scale. (from [8])

The radiated field ∆E is related to the traditional notion of index of refraction n(z, t)
(no longer a constant) by the propagation equation written in the slowly varying
envelope approximation and in retarded time:

∆E
E

= −ik∆z = −i
2πn
λ

∆z (3.11)

Note that this approach is not restricted to a particular motion. If the medium is
excited by multiple laser frequencies or existing nuclear and electromagnetic fields,
they all contribute in the motion of the electron and therefore its radiation.

The response due to the dipole radiation of the electrons at position r is calcu-
lated by time integration of Eq. (3.6) and inserted in the dipole term of radiation
equation Eq. (3.10).

∆Ep(t,r) =
qd(t,r)

R(t,r)2ε0
=

q2E(t,r)
2mω2R(t,r)2ε0

, (3.12)

in which Ẽ(t,r) is the pulse envelope. Note that the dipole radiation exists only
during the laser pulse. In this particular case the radiation of the moving electron
agrees with the Drude model, which is detailed in Section 3.1.2 that follows. It
leads to an index of refraction

∆n = −
ωp

2

ω2 = −
Nq2

2ε0mω2 , (3.13)
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where ωP is a time dependent plasma frequency that depends on the density of
electrons N at each instant. Note that in a general case the motion of an electron is
influenced by existing electromagnetic fields, collisions and Coulomb forces, and
therefore the refractive index of electrons can not be defined solely by the den-
sity. Tunneled electrons with circularly polarized light withhold a drift velocity
[Eq. (3.6)] that is determined by the field value at the moment of ionization. The
spiral motion of the tunneled electrons results in generating an expanding sphere
in time. The electromagnetic fields in the presence of moving matter are related
through Maxwell’s equations, suitably modified to include the effects of motion
upon the electric and magnetic properties of matter [9]. We assume that the expan-
ding electron sphere in time has the constituent parameters of free space (µ = µ0
and ε = ε0). Let us assume that the expanding electron sphere is a perfect conductor
with the field zero for r < b , where b is the radius of the sphere. One relation is
necessary to complete the set of basic equations, which is Ohm’s law for a perfect
moving conductor

E + 3×µ0H = 0. (3.14)

Here 3 is the velocity of a macroscopic element of volume of the moving conductor.
The solutions of Maxwell’s equations inside and outside the expanding sphere have
to be matched across a moving surface. Due to the requirement of regularity at
infinity, the problem is defined only by the magnetic vector potential ’ A .

H = −
1
µ0
∇×A (3.15)

E = −
∂A
∂t

(3.16)

and is the solution of

∇2A−
1
c2

∇A2

∇t2 = −µ0J, (3.17)

where J is the electric current density. Using the Green’s function, the field at
distance r from the center of a sphere moving with constant velocity [10] is

E = −
µ0

c2

3H33

(1− 3/c)2(1 + 23/c)

[
T
rc

+
T 2

2r2

]
, (3.18)

where T = t− r/c . In the case of tunneled electrons with circularly polarized light
r = R is the distance between the electrons , 3 is the expansion velocity of the sphere
(the drift velocity qE(t0,r0)/(mω) in Eq. (3.6) and T = a/3−R/c where “a“ is the
radius of the sphere at a given time.

The total response at each point in the beam cross section at a given time “t′“ is
calculated by adding all the responses of expanding spheres from the initial ioniza-
tion time ti = −∞ to the final observation time t f = t′ , weighted by the probability
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Figure 3.2: a) Radiation field of expanding spherical conductors b) Dipole radiation c)
Difference between Dipole radiation and radiation due to the drift motion

of ionization at the moment of ionization ti .

∆Ed(t f ,r) = −i
∫ t f =t′

ti=−∞
3
µ0

c2 W(ti)
E(t)3(ti)3

(1− 3(ti)/c)2(1 + 23(ti)/c)

[
T
Rc

+
T 2

2R2

]
dt. (3.19)

The refractive index due to the expansion of electron spheres [Fig. 3.2(a)] is com-
pared to the dipole radiation [Fig. 3.2(b)] with circularly polarized light. The dif-
ference between the two is presented in Fig. 3.2(c). The dipole index is stronger
in the first half of the pulse. The index due to the drift is stronger in the central
portion of the beam profile and in later times of the laser pulse. Note that the two
responses have a 90o degree phase difference; the dipole index is a real index, and
the drift index is an imaginary one (absorption index). The drift index (imaginary)
of tunneled electrons with linear polarization is neglected because of their low drift
velocity and the index is mostly due to dipole radiation (real index).

Another point of view in connecting microscopic effects such as light polari-
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zation to macroscopic effects in high fields can be seen through conservation of
energy. In the strong field ionization [11] conservation of energy imposes that

Nphotonhω = Ip + Up + K, (3.20)

where K is the kinetic energy of the electrons and Nphoton is the number of absorbed
photons in the ionization process. Ip is the energy required to release an electron
and Up is the ponderomotive energy [Eq. (3.2)] due to the oscillation of electrons
with the applied field.

3.1.2 Steady state limit: the Drude model

It is easy to associate a characteristic resonant frequency to an oscillator with a
positive and negative charge. Associating the resonant frequency of Eq. (7.7) with
a homogeneous electron plasma may seem less obvious. If an electron moves in
the plasma from its equilibrium position, there will be a restoring force. The larger
the number of surrounding electrons, the larger the restoring force, which explains
the density dependence of the resonant frequency.

Let us consider a volume of electrons, of density n0. The equation of motion of
electrons under the influence of an electric field, neglecting collisions and magnetic
forces, is:

me
d3
dt

= −eE + e[3×B]−meνc3 (3.21)

Note that in the equation of motion of the electron, the electric field can be the
Coulomb field from the surrounding electrons. Let us consider a perturbation δne

from the equilibrium density of the electrons n0. We will for simplicity neglect
collisions and the magnetic force in the following derivation. Expressing that the
change in the number of electrons per unit time in a infinitesimal volume is equal
to a source term, minus the current of particles out of that volume, leads to the
conservation equation for the electrons:(

∂n
∂t

+∇n3 = Source terms
)
. (3.22)

with n = n0 + δne and δne � n0. In the velocity 3 = 30 + δ3, we assume no drift
velocity (δ3 = 0. The conservation equation (without source term – the plasma is at
equilibrium), neglecting the second order product δnδ3, leads to:

∇ ·δ3 =
−1
n0

∂n
∂t
. (3.23)

Taking the divergence of Gauss law, and using the equation of motion (3.21):

∇ · eE =
ne2

ε0
= me∇ ·

d3
dt
≈ me

d
dt
∇ ·δ3 = me

d
dt

(
−1
n0

∂n
∂t

)
(3.24)
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which leads to the differential equation for the plasma density:

∂2n
∂t2 = −

(
n0e2

meε0

)
n = −ω2

pn, (3.25)

which shows that indeed, density fluctuations in a plasma of electron have a reso-
nant frequency.

The fluctuation of the density (position) of electrons gives rise to an electric
field. Considering that there is no other electric field (no applied field), using Am-
pere law:

∇×H = J +
∂D
∂t

D = εE

J = −nq3
∂

∂t

(
ε
∂E
∂t

= nq3
)

∂2E
∂t2 =

n0q
ε0

∂3

∂t

where we have set the magnetic field to zero. Since ∂3/∂t = −qE/me from the
equation of motion,

∂2E
∂t2 = −

(
n0q2

mε0

)
E (3.26)

we see that the density fluctuation themselves give rise to the emission of a field at
the plasma frequency ωp.

The classical treatment of electron in plasma is not very different from the
bound electron: it a is stationary solution of a driven oscillator, based on a fun-
damental assumptions that the medium response is isotropic and stationary. In
particular, the density term that defines the plasma frequency is never a constant
when dealing with fs pulses.

3.2 Transitions with bound electrons

3.2.1 Introduction: the classical oscillator and Maxwells equations

The classical approach is to calculate the motion of the bound electron, modeled as
a dipole. The electron is at a (small) distance d from the positive ion. It oscillates
with the applied electric field. This is the classical oscillator model. The Coulomb
field produces a restoring force, which leads to a resonance frequency. One intro-
duces a damping term. A similar model is used for the plasma. The result is that,
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away from resonance, under the influence of an optical oscillating field at ω, the
motion of the electron follows the frequency of the applied field, in phase, and is
thus d = d0 cosωt. At a point of observation at a distance R from the dipole, the
field due to the dipole is:

∆E =
q2

4πR2

[
1−

R2

(R + d)2

]
≈

2q2d
4πR3 (3.27)

Putting that in Maxwell’s propagation equation:

∂2E
∂z2 −

1
c2

∂2(E +∆E)
∂t2 = 0 (3.28)

or
∂2E
∂z2 −

1
c2

∂2E
∂t2 =

1
c2

∂2∆E
∂t2 =

ω2

c2 ∆E. (3.29)

Using:

E =
1
2
Eei(ωt−kz)

∆E =
1
2

∆Eei(ωt−kz)

we find:

−2ik
∂E

∂z
−2i

ω

c2

∂E

∂t
=
ω2

c2 ∆E, (3.30)

and
∂E

∂z
+

1
c
∂E

∂t
= −i

ω

2c
∆E, (3.31)

Even though we started from a ∆E in phase with the applied field, after insertion
in the propagation equation it appears that its envelope is adding 90 degrees out of
phase with the applied field, as is the case of an index of refraction.

It appears as if, by the time the electron re-radiates, the wave has already moved
by a distance of λ/4.

3.3 Semi-classical approach to light matter interaction

In a semi-classical approach, the field is treated classically, and the atom quan-
tum mechanically. The basic physics is essentially the same as discussed in the
previous classical section: the electromagnetic field of light excites the motion of
electrons bound to the atom. The electrons being bound to the atom/molecule, the
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re-radiation into the field is that of the dipole term in Eq. (3.10). In that dipole radi-
ation term, the only varying parameter is the distance d between charges, which is
found by solving the time dependent Schrödinger equation for the atomic system,

Hψ = i~
∂ψ

∂t
, (3.32)

where the Hamiltonian H is the atomic system Hamiltonian H0 perturbed by the
dipolar term:

H = H0 + (qd)E. (3.33)

The atomic system is characterized by a set of energy levels ~ωk, eigenvalues of
the equation:

H0ψk = ~ωkψk. (3.34)

The wave function solution ψ is found by inserting in Eq. (3.32) the expansion:

ψ(t) =
∑

ak(t)ψk, (3.35)

and solving for the coefficients ak(t). The reaction field per electron (qd(t)/ε0) that
radiates back into the applied field is calculated by taking the expectation value of
the position r:

∆E = 〈ψ|qr|ψ〉/ε0. (3.36)

The polarization P = ε0∆E is in general defined by a differential equation, where
the driving term is the total electric field applied to the atomic system, which can
have components at different frequencies. The initial conditions are given by the
state of the system prior to the application of the field. In practical situation, the
total field may be given by a combination of m pulses a various frequencies:

E(t) =
1
2

j=m∑
j=1

{
Ẽ j(t)eiω`, j−~k j·~r

}
(3.37)

where some of the fields Ẽ j may be generated from the time dependent polari-
zation. One should not forget that the interaction will always have a particular
aim, which is either to create a particular state of matter characterized by the wave
function ψ [or equivalently the set of time dependent coefficients ak(t)], or create
a particular reaction field ∆E(t) or polarization P(t). In the latter case, one will
want to compress or modulate the applied field, or create new frequency compo-
nents. One will generally seek a particular combination of atomic system (levels)
and fields depending on the goal that one seeks to achieve, most often seeking near
resonance or proximity of certain transition frequencies between levels and light
frequencies.
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Figure 3.3: (a) The main approximation in this approach is to consider the interaction
of the light only with n levels connected by a combination of photons of frequency ω`, j.
The important parameters are the dipole moments of the transitions, and the detunings
∆ωk,` = ωk,` −

∑ j=k
j=1ω`, j. (b) A typical problem will be to create an inversion with a stack

of unequally spaced levels, or for a “Romeo” to reach the balcony of his “Juliet” with a
lousy ladder. The solution (c) is the multiphoton approach.

We will first investigate the situation of cascade transitions, applicable when
each photon of frequency ω`,k finds a near resonance with a pair of levels, as ske-
tched in Fig. 3.3(a). An example of related physical situation is to excite a stack
of rotational levels. These levels are in general an anharmonic ladder. A single
pulse excitation may only reach to the first step, as illustrated by the “Romeo” of
Fig. 3.3(b) trying to reach his “Juliet” with an anharmonic ladder. The smart appro-
ach that can be taken is to create a properly timed and phased sequence of pulses
or “Romeos” to reach the top of the ladder, as in Fig. 3.3(c). Rotational level inver-
sion can be engineered with ultrashort IR pulses [12]. They are also taking place
in the propagation of ultrashort intense pulses in air [13]. Cascade excitation can
be exploited to create a complete population inversion in atomic vapors [14].

Situations can be created where most detuning — except one — can be neg-
lected. The interaction with the off-resonant levels can be considered nearly in-
stantaneous: the response time is of the order of the inverse of the detuning. One
can find a stationary (“adiabatic”) solution for the coefficients ak associated with
the off-resonant levels. The interaction reduces to a set of differential equations in-
volving the near resonant levels, which, for times sufficiently short that relaxation
effects (radiative and non-radiative decays, collisional relaxation) are negligible,
can often be represented by a “Bloch vector” model. We will see under which
condition these equations reduce first to rate equations, next to the classical non-
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resonant instantaneous linear and nonlinear polarization.
Semi-classical approach applied to cascade excitation of multilevel systems One
can also use a multiple wavelength source, each wavelength of the source being
resonant with successive dipole transitions. If in addition the sum of the n pho-
ton frequencies is resonant with a particular level, we have a case of “cascade
n-photon resonance”. This problem can be solved formally in all generality from
Schrödinger’s equations. From the general solution, we can particularize to the
case of identical fields, off-resonance intermediate levels, multiphoton resonance.P
For simplicity, we will limit ourselves here to a three-level system. The procedure
followed here is easily generalized to n-levels.

We consider a bichromatic laser pulse described by:

E(t) = E1(t)cos[ω`,1t +ϕ1(t)]

+ E2(t)cos[ω`,2t +ϕ2(t)] + . . . . (3.38)

Note that we are not using at this point the complex notations. As it is often the case
in nonlinear optics, one has to be careful to include both the positive and negative
frequencies at the onset.

The relevant three level system is sketched in Fig. 3.4. The detunings are defi-
ned as:

∆1 = ω01−ω`,1

∆2 = ω02− (ω`,1 +ω`,2) (3.39)

Figure 3.4: Sketch showing the three levels 0, 1 and 2, the light frequencies ~ω1` and
~ω2` and the detunings.

The coupling with the multilevel (three) system is through the dipole inte-
raction term in the time dependent Schrödinger equation:

Hψ = i~
∂ψ

∂t
, (3.40)
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with:
H = H0 + H′ = H0− p ·E(t) (3.41)

where p is the dipole moment. The wave function ψ is written as a linear combi-
nation of the wave function of the unperturbed atomic system ψk:

ψ(t) =
∑

k

ak(t)ψk (3.42)

which leads to a system of differential equations for the coefficients ak(t):

dak

dt
= −iωkak +

∑
j

i
2~

pk, j[Ẽ1eiω`,1t + Ẽ2eiω`,2t + c.c.]a j (3.43)

The “rotating frame” approximation for this particular situation is:

a0 = c0

a1 = eiω`,1t c1

a2 = ei(ω`,1+ω`,2)t c2 (3.44)

In substituting in Eqs. (3.43), it is important to keep only the slowly varying terms
(as compared to the light frequency or transition frequency). This is the step where
we see the importance of having defined the field as a real quantity, i.e. with both
positive and negative frequencies. The positive field frequencies combine with
negative going frequencies, and vice versa, to give:

dc0

dt
=

i
2~

p1,0Ẽ
∗
1(t) c1

dc1

dt
= −i∆1c1 +

i
2~

p0,1Ẽ1(t)c0 +
i

2~
p2,1Ẽ

∗
2(t)c2

dc2

dt
= −i∆2c2 +

i
2~

p1,2Ẽ2(t)c1 (3.45)

or in general, applicable to a n-level system:

dck

dt
= −i∆kck +

i
2~

pk−1,kẼ(t)ck−1 +
i

2~
pk,k+1Ẽ∗(t)ck+1. (3.46)

This systems takes a simpler form is we define the Rabi frequencies as:

Ẽ1 =
i
~

p1,0Ẽ1

Ẽ2 =
i
~

p2,1Ẽ2. (3.47)

Substituting:
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dc0

dt
= 0 +

1
2

Ẽ∗1c1 + 0

dc1

dt
= −

1
2

Ẽ1c0− i∆1c1 +
1
2

Ẽ∗2c2

dc2

dt
= 0−

1
2

Ẽ2c1− i∆2c2

or in matrix form:

d
dt

 c0
c1
c2

 =


0 1

2 Ẽ∗1 0
−1

2 Ẽ1 i∆1
1
2 Ẽ∗2

0 −1
2 Ẽ2 −i∆2


 c0

c1
c2

 (3.48)

This is the basics of the treatment of a cascade of multilevel systems. The ex-
tension to a larger number of transitions is straightforward. A basic approximation
is that any level k is connected by a dipole transition to a level k + 1 and k−1.

The system of equations (3.48) is easy to solve numerically. One is generally
not interested in expressing the results as a matrix of c coefficients, but instead
the 3× 3 matrix of the density matrix elements ρi j = cic∗j . The diagonal elements
cic∗i represent the populations of the level i. The off-diagonal elements cic∗j are a
measure of the amplitude excitation at the frequency ω j −ωi, and will be directly
connected to the polarization, as we have already seen in the case of the two level
system.

This matrix formalism is most useful in reaching a desired population distri-
bution. This approach can be used in systems where the density of levels is such
that one can generally find a “ladder” of levels to climb. An example of application
is given in Appendix ??. It is shown in that appendix how a properly phased se-
quence of pulses can create a complete population inversion in the vibro-rotational
level structure of CH3F. It can also be applied to the less crowded level structure
of atomic transitions. The example of inverting a two-photon transition in sodium
vapor, with the purpose of creating a bichromatic articifial guide-star, is treated in
Appendix ?? In the case of atomic transitions, the more often considered case is
to have the intermediate level – or intermediates levels – far off resonance. In that
case, the equation for that particular (or these particular) intermediate level(s) can
be considered to be steady state, and the system of equation is reduced. This is the
“adiabatic approximation”, which will be solved in Section 3.3.1.

3.3.1 Adiabatic approximation; multiphoton Bloch model

If the detuning of the intermediate level 1 is larger than the transition rates: the
second Eq. (3.48) can be considered to be in steady state, and one can solve for the
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coefficient c1:

c1 =
i

2∆1

(
E1c0−E∗2c2

)
. (3.49)

By substituting this solution in the other two equations, the three level system
has been reduced to a two-level system, where the ground and upper state are not
connected by a dipole transition. These equation can be represented by a “Bloch
vector” model, in which a “pseudo-polarization” vector rotates around a “pseudo-
electric-field” vector with an angular velocity given by a Rabi frequency that is
now proportional to the square of the electric field amplitude. Substituting the
solution (3.49) into the other two equations:

ċ0 =
i

4∆1

(
E1c0−E∗2c2

)
E1

ċ2 = −
i

4∆1
E1E2c0 +

i
4∆1

E2E∗2c2− i∆2c2. (3.50)

Defining:

Q̃2 = −ic0c∗2
W2 = c2c∗2− c0c∗0 (3.51)

leads to the following set of equations:

˙̃Q2 = i
{

∆2 +
1

4∆1

[
|E1|

2− |E2|
2
]}

Q̃2−
E1E2

2∆1
W2

Ẇ2 =
1

2∆1
Re

[
E1E2Q̃∗

]
. (3.52)

We recognize here Bloch’s equations for a two-level system [15], if we define a
two photon Rabi frequency κ2E

2, where:

κ2 =
κ1κ2

2∆1
=

p01 p12

~2∆1
. (3.53)

In general, more than one intermediate level may be involved in the calculation of
the two-photon Rabi frequency. This simply means than instead of the single term
in the right hand side of Eq. (3.53), there will be a sum over i, the latter designing
the index of an intermediate level with detuning ∆i [essentially replacing all indices
“1“ by “i” in Eq. (3.53)].

Note a small complexity appearing in the detuning: a time dependent detuning
∆ω2(t) has to be substituted to the constant detuning ∆2:

∆ω2(t) = ∆2 +
1

4∆1

[
|E1|

2− |E2|
2
]
. (3.54)

The substitution leads to the Maxwell’Bloch multiphoton system of equations:
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˙̃Q2 = i∆ω2(t)Q̃2− κ2Ẽ
2W −

Q̃2

T2
(3.55)

Ẇ = Re
[
κ2Ẽ

2Q̃∗
]
−

W −W0

T1
(3.56)

∂Ẽ

∂z
= −α2Q̃2Ẽ

∗−
α

2
Ẽ+ηα2Ẽ3Q̃∗ (3.57)

∂Ẽ3

∂z
= −ηα2Q̃2Ẽ−

α3

2
Ẽ3 (3.58)

(3.59)

Q2 is the amplitude of some atomic “excitation” oscillating at the frequency of
the two-photon transition, or 2 ω. It is thus natural to expect that the field oppo-
sing the driving field (hence responsible for two-photon transition) is given by the
combination Q2Ẽ

∗ which would be the amplitude of an oscillation at the frequency
2ω−ω = ω. A rigorous derivation of the polarization shows that this is indeed the
case [16]. An additional contribution to a time varying polarization comes from the
fact that the atom has a different polarizability in the ground state versus the upper
state. Therefore, as the populations swing up and down under the influence of the
field, there will be a modulation of the polarization proportional to the population
difference. This has a negative impact on phase matching in third harmonic gene-
ration. A fourth equation has been added to the set (3.52), with the combination of
Q2Ẽ, expected to oscillate at the frequency 3ω`. This is the term responsible for
two-photon resonant third harmonic generation discussed in the next section.

The system of Eqs. (3.55) through (3.57) can easily be generalized to mul-
tiphoton resonant interaction, where n- rather than 2- photons are near resonance
with two atomic levels [17, 18]. In most of the cases, a geometric representation
applies, as sketched in Fig. 3.5(a). The n-photon have created a matter excitation
at frequency nω, which is represented by a a three dimensional “pseudo-vector”
~Q(Qr,Qi,W), where W is proportional to the population difference between the re-
sonant levels. The geometric interpretation of the Eqs. (3.55,3.56) is that the time
evolution of the vector ~Q results from a rotation of the ~Q around a pseudo-vector
~E(Er.Er,∆ω) with an angular velocity proportional to |~E|. The third component of
the pseudo-vector ~E is the detuning between nω` and the near resonant level, as
modified by an eventual Stark shift.

In the set of Eqs. (3.55) through (3.57), the phase ϕ(t) of the field does not
appear explicitly. An equivalent form of equations that is preferred for analytical
treatments is obtained by the substitution Q = (iu + 3)exp(iϕ). The geometrical
representation of the interaction is that given in Fig. 3.5(b), where the medium
resonance is described by the vector ~P(u,3,W). Here also the motion of the vector
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Figure 3.5: Bloch vector model for the near resonant interaction between light and an
atomic system. The first two components of ~Q are −iQr +Qi = ρ1n where ρ1n is the single-
or multi-photon resonant matrix element between the ground state and the resonant level.
In (a), the field is represented by its real and imaginary parts. In (b), the field is represen-
ted by its amplitude E and phase ϕ, and Q = (iu + 3)exp(iϕ). The closest analogy to the
generalized polarization is not an oscillating spring, but a gyroscope as represented in (c).

~P is a rotation about the pseudo-electric field vector ~E(En,0,∆ω − dotϕ). This
particular model will be dealt with in more details when discussing linear optics
as a limiting case of coherent interaction (Section 3.3.4). It is seen here that the
fundamental mechanical analogy of resonant excitation of matter by a light pulse is
not an harmonic force driving a spring near its resonance, but a gyroscope. Indeed,
as shown in Fig. 3.5(c), the vector ~P is represented by the shaft of a gyroscope of
angular momentum Iω, If a force ~F is applied to the cage of the gyroscope, the
axis ~P will precess following an equation of motion ∂~P/∂t ∝ ~P× ~F .

3.3.2 Optimizing harmonic conversion

Long wavelength lasers being generally more efficient, frequency conversion by
harmonic generation is often used to generate shorter wavelength. Gases and ato-
mic vapors have often been used as nonlinear media because of their higher damage
threshold as compared to nonlinear crystals. The set of equations presented in the
previous section provides a guide to the choice of nonlinear material. If the medium
has a two photon resonance, the generation length for a maximum third harmonic
generation will be reduced.In the set of Eqs. the function Q has a maximum va-
lue, limited by the radius of the Bloch sphere. At the maximum value of Q, the
propagation equations appear to be describing just linear gain or linear absorption.
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3.3.3 Coherent Raman scattering

It is essentially the same model/equations as in the previous section, with the level
2 “folded down”. The notations are Ẽ1 at ω`,1 for the Raman pump, Ẽ2 at ω`,2
for the Stokes signal; the ground level is “0”, the upper level (connected by dipole
transition) “1”, and the Raman transition is 0→ 2.

Stimulated Stokes Backward Raman Scattering

The system of Maxwell-Bloch equations reduces now to:

˙̃Qr = i∆ω2(t)Q̃r − κ2Ẽ1Ẽ
∗
2W −

Q̃r

T2

Ẇ = Re
[
κ2Ẽ1Ẽ

∗
2Q̃∗r

]
−

W −W0

T1

∂Ẽ2

∂z
−

1
c
∂Ẽ2

∂t
= −αsQ̃∗r Ẽ1

∂Ẽ1

∂z
+

1
c
∂Ẽ1

∂t
= −αpQ̃rẼ2

(3.60)

The fields, with their complete exponential dependence, are

E1 = Ẽ1ei(ω`,1t−k1z)

E2 = Ẽ1ei(ω`,2t+k2z)

(3.61)

The Raman excitation has the harmonic dependence:

Q̃ei[(ω`,1−ω`,2)t−(k1+k2)z] (3.62)

All these exponential dependence are consistent with the above equations.
The coefficients αs and αp should contain the respective optical frequencies, in

order to satisfy energy conservation.
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3.3.4 Single photon coherent propagation

Whether we are dealing with molecular or atomic transitions, the situation can
arise where the ultrashort duration of the optical pulse becomes comparable with
– or even less than – the phase relaxation time of the excitation. In the frequency
domain, the pulse spectrum is broader than the homogeneous linewidth defined in
the first section of Chapter 3. If the pulse is so short that its spectrum becomes
much larger than the inhomogeneous linewidth, the medium response becomes
similar to that of a single atom. It may seem like a simplified situation when the
excitation occurs in a time shorter than all inter-atomic interaction. It is in fact quite
to the contrary: in dealing with longer pulses, the faster phase relaxation time of
the induced excitation simplifies the light matter response. One is used to dealing
with a steady state rather than the “transient” response of light-matter interaction.

We will start from the semi-classical equations for the interaction of near reso-
nant radiation with an ensemble of two-level systems inhomogeneously broadened
around a frequency ωih. The extension to multilevel systems will be discussed
in the next section. We refer to the book by Allen and Eberly for more detailed
developments [19].

In this section we chose a density matrix approach to derive the interaction
equations for a near resonant two-level system, of ground state |0〉 and upper state
|1〉, excited by the field E(t). The density matrix equation for this two-level system
is:

ρ̇ =
1
i~

[
H0− pE, ρ

]
(3.63)

where H0 is the unperturbed Hamiltonian, and p the dipole moment which is paral-
lel to the polarization direction of the field. Introducing the complex field through
E = Ẽ+ + Ẽ− in Eq. (3.63) leads to the following differential equations for the dia-
gonal and off-diagonal matrix elements:

ρ̇11− ρ̇00 =
2p
~

[
iρ01Ẽ−− iρ10Ẽ+

]
(3.64)

ρ̇01 = iω0ρ01 +
ipẼ+

~

[
ρ11−ρ00

]
(3.65)

where ω0 is the resonance frequency of the two-level system. It is generally con-
venient to define a complex “pseudo polarization” amplitude Q̃ by

iρ01 pN̄ =
1
2

Q̃exp(iω`t) (3.66)

where N̄ = N̄0ginh(ω0 −ωih) and N̄0 is the total number density of the two-level
systems. The real part of Q̃ will describe the attenuation (or amplification for an
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initially inverted system) of the electric field. Note that Q̃ = iP̃ where P̃ is the
slowly varying polarization envelope defined in Eq. (??). Further we introduce a
normalized population inversion:

w = pN̄(ρ11−ρ00). (3.67)

The complete system of interaction and propagation equations can now be written
as:

˙̃Q = i(ω0−ω`)Q̃− κẼw−
Q̃
T2

(3.68)

ẇ =
κ

2
[Q̃∗Ẽ+ Q̃Ẽ∗]−

w−w0

T1
(3.69)

∂Ẽ

∂z
= −

µ0ω`c
2n

∫ ∞

0
Q̃(ω′0)ginh(ω′0−ωih)dω′0. (3.70)

The quantity κE with κ = p/~ is the Rabi frequency. T1 and T2 are respectively
the energy and phase relaxation times. Most of the energy conserving relaxations
are generally lumped in the phase relaxation time T2. Equation (3.70) has been
obtained from Eq. (??) by integrating over the polarization of subensembles with
resonance frequency ω′0. The set of Eqs. (3.68)–(3.70) is generally designated as
Maxwell–Bloch equations.

Another common set of notations to describe the light-matter interaction uses
only real quantities, such as the in-phase (3) and out-of phase (u) components of
the pseudo-polarization Q̃, and, for the electric field Ẽ, its (real) amplitude E and
its phase ϕ. Defining

Q̃ = (iu + 3)eiϕ (3.71)

and substituting in the above system of equations leads to the usual form of Bloch
equations1 for the subensemble of two-level systems having a resonance frequency
ω0.

u̇ = (ω0−ω` − ϕ̇)3−
u

T2
(3.72)

3̇ = −(ω0−ω` − ϕ̇)u− κEw−
3

T2
(3.73)

ẇ = κE3−
w−w0

T1
(3.74)

1These equations are the electric-dipole analogues of equations derived by F. Bloch [20] to des-
cribe spin precession in magnetic resonance.
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where the initial value for w at t = −∞ is

w0 = pN̄(ρ(e)
11 −ρ

(e)
00 ). (3.75)

The propagation equation Eq. (3.70), in terms of Ẽ and ϕ, becomes

∂E

∂z
= −

µ0ω`c
2n

∫ ∞

0
3(ω′0)ginh(ω′0−ωih)dω′0 (3.76)

∂ϕ

∂z
= −

µ0ω`c
2n

∫ ∞

0

u(ω′0)
E

ginh(ω′0−ωih)dω′0. (3.77)

The motion of the pseudopolarization vector ~P (initially pointing downwards
along the w axis) is a rotation around the pseudo-electric field vector ~E with an
angular velocity proportional to the amplitude of that vector. (b) In the complex
amplitude representation, the phase of the electric field determines the particular

vertical plane containing the pseudo-electric field vector ~̃E.
The vector representation of Feynman et al. [15], for the interaction equa-

tions is particularly useful in the description of coherent phenomena. The re-
presentation is a cinematic representation of the set of equations (3.72), (3.73),
and (3.74). For simplicity, we consider first an undamped isolated two-level system
(T1 = T2 = T3 =∞), and construct a fictitious vector ~P of components (u,3,w), and
a pseudo-electric field vector ~E of components (κE,0,−∆ω). The detuning is defi-
ned as ∆ω = ω0 −ω` − ϕ̇. The system of Eqs. (3.72)–(3.74) are then the cinematic
equations describing the rotation of a pseudo-polarization vector ~P rotating around
the pseudo-electric vector ~E with an angular velocity given by the amplitude of the
vector ~E [Fig. 3.5(a)]. The vectorial form of Eqs. (3.72)- (3.74) is thus:

∂~P/∂t = ~E× ~P (3.78)

Depending on whether the two-level system is initially in the ground state or inver-
ted, the pseudo-polarization vector is initially pointing down or up. Since we have
assumed no relaxation, the length of the pseudo-polarization vector is a constant of
the motion, and the tip of the vector moves on a sphere. The conservation of length
of the pseudo-polarization vector can be verified directly from the set of Bloch’s
equations. Indeed, the sum of each equation (3.72), (3.73) and (3.74) multiplied by
u, 3, and w, respectively, yields after integration:

u2 + 32 + w2 = w2
0 (3.79)

which is satisfied for each subensemble of two-level systems. As shown in Fig. 3.5(a),
a resonant excitation (∆ω = 0)) will tip the pseudo-polarization vector by an angle
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θ0 =
∫ ∞
−∞

κEdt in the (3,w) plane. For a sufficiently intense pulsed excitation, it is
possible to achieve complete population inversion when θ0 = π. The effect of phase
relaxation (homogeneous broadening) is to shrink the pseudo-polarization vector
as it moves around. To take into account inhomogeneous broadening, we have
to consider an ensemble of pseudo-polarization vectors, each corresponding to a
different detuning ∆ω.

A similar representation can be made for the system of Eqs. (3.68)–(3.69).
The pseudo-polarization vector is then the vector ~Q(Qi,Qr,w) rotating around a
pseudo-electric field vector ~E(κẼr, κẼi,−∆ω) [Fig. 3.5(b)]. Physically, the first two
components of the pseudo-polarization vector ~Q represent the dipolar resonant field
that opposes the applied external field (and is thus responsible for absorption).

3.4 From transient to stationary interaction

Most classical linear and nonlinear optics, which is treated in the next chapter,
treats the linear and nonlinear polarizations as being instantaneous. Therefore,
it be understood as a steady-state approximation of the equations covered in the
preceding sections.

3.4.1 Rate equations

We have seen how the semiclassical interaction in multilevel systems can be redu-
ced to a two-level system, described by Bloch’s equations, if the near resonance
of a pair of levels dominates. The next most common situation is when dealing
with pulses long compared with the phase relaxation time. If the light field enve-
lope is slowly varying with respect to T2, Bloch’s equations reduce to the standard
rate equations. For pulses longer than the dephasing time T2, the two first Bloch
equations (3.72), (3.73) are stationary on the time scale of the pulse. Solving these
equations for u, 3, and substituting 3 into the third equation (3.74) for the population
difference, leads to the rate equation:

ẇ = −
E2(κ2T1T2)
1 +∆ω2T 2

2

w
T1
−

w−w0

T1
= −

I
Iso f f T+1

w−
w−w0

T1
(3.80)

Equation (3.80) defines a saturation field at resonance Ẽs0 = 1/(κ
√

T1T2). Off re-

sonance, a larger field Ẽso f f = Ẽs0

√
1 +∆ω2T 2

2 is required to saturate the same
transition. To that off-resonance saturation field corresponds a saturation intensity
Iso f f .

For pulses much shorter than the energy relaxation time τp� T1 and purely ho-
mogeneoulsy broadened media the rate equation (3.80) can be integrated together
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with the propagation equation (3.70) which yields for the transmitted intensity

I(z, t) = I0(t)
eW(t)/Ws

e−a−1 + eW(t)/Ws
(3.81)

In this last equation W(t) =
∫ t
−∞

I0(t)dt, and a =σ(0)
01 w0z/p is the linear gain/absorption

coefficient. Equation (3.81) corresponds can be written in terms of photon flux F:

F(z, t) = F0(t)
e2σ01W̄0(t)

e−a−1 + e2σ01W̄0(t)
(3.82)

where W̄0(t) =
∫ t
−∞

F0(t′)dt′ = 1/(~ω`)
∫ t
−∞

I0(t′)dt′ (I0 intensity of the incident pulse),
cf. Eqs. (1.29), (1.30), and

a = σ01∆N(e)z (3.83)

is the absorption (∆N(e) < 0) or amplification (∆N(e) > 0) coefficient correspon-
ding to a sample of length z. W̄0(t) is a measure of the incident pulse energy
(area) density until time t in units of (photons)/cm2. The total incident energy den-
sity is ~ω`W̄0(t = ∞) = ~ω`W̄0,∞ = W0. The transmitted energy density W(z, t) =

~ω`W̄(z, t) is obtained by integrating Eq. (3.82) with respect to time and can be
written as

W(z, t) = ~ω`

∫ t

−∞

F(z, t′)dt′ = Ws ln
[
1− ea

(
1− eW0(t)/Ws

)]
, (3.84)

where Ws = ~ω`/(2σ01) is the saturation energy density of the medium. With
Eq. (??), in the limit τp� T1, we can express the population inversion as

∆N(z, t) = ∆N(e)e−2σ01W̄(z,t) =
∆N(e)

1− ea[1− eW0(t)/Ws]
. (3.85)

Femtosecond pulse propagation through a homogeneously broadened saturable
medium in the limit of T2 � τp � T1 is completely determined by two parame-
ters: the saturation energy density Ws and the linear absorption (gain) coefficient a.
Equation (3.81) is particularly useful in calculating pulse propagation in amplifiers,
as further detailed in Chapter 8.1.

3.4.2 Steady-state approximation: linear and nonlinear optics

Steady state solutions of the first two Bloch’s equation (field variations slow com-
pared to T2 lead to the rate equation (after insertion of these solutions in the third
Bloch equation).

Q̃ =
κẼT2w

1− i∆ωT2
. (3.86)
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or, in terms of u and 3:

u = −
∆ωT2κET2w
1 +∆ω2T 2

2

(3.87)

3 = −
κET2w

1 +∆ω2T 2
2

. (3.88)

Substituting 3 in the third Bloch equation (3.74) leads to the rate equation discussed
in the previous Section [Eq. (3.80)]

Linear optics is the steady state solution of all three equations.

u = −
∆ωT2κET2w

1 +∆ω2T 2
2 + κ2E2T1T2

(3.89)

3 = −
κET2w

1 +∆ω2T 2
2 + κ2E2T1T2

(3.90)

w =
w0(1 +∆ω2T 2

2 )

1 +∆ω2T 2
2 + κ2E2T1T2

=
w0

1 + I
Iso f f

(3.91)

where we used the off-resonance saturation intensity defined in Eq. (3.80).

3.5 Small motions at the bottom of the sphere

Bloch’s equations can be solved analytically in the weak short pulse limit, i.e., for
pulses that do not induce significant changes in population and have a duration
short compared to the phase relaxation time T2. The interaction equation (3.68)
can be written in the integral form:

Q̃(t) =

∫ t

−∞

κEwe−i[(ω0−ω`)t′−ϕ(t′)]dt′ (3.92)

For weak pulses w ≈ w0) and the right hand side of Eq. (3.92) at t =∞ is proporti-
onal to the Fourier transform of κẼw. Thus we have:

|Q̃|2 = u2 + 32 = κ2w2
0|Ẽ(ω0−ω`)|2 (3.93)

≈ −2w0(w∞−w0) (3.94)

where Ẽ(ω0 −ω`) is the amplitude of the Fourier transform of the field envelope
at the line center frequency ω0. The last equality results from the conservation of
the length of the pseudo-polarization vector (u2 + 32 + w2 = w2

0 = constant). The
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approximation is made that the change in population is small: w2
∞ = [w0 + (w∞ −

w0)]2 ≈ w2
0 + 2w0(w∞−w0). The final expression is:

(w∞−w0) = −
κ2w0

2
|Ẽ(ω0−ω`)|2. (3.95)

This is a close connection to linear optics. Equation (3.93) tells us that the am-
plitude of the dipolar field that opposes the applied field is proportional to the
Fourier component of the applied field at the dipole resonant frequency. The form
of Eq. (3.95) is of equal physical importance, since it relates the energy absorbed
by the two-level system to the spectral intensity of the light at the resonance fre-
quency. The approximations made to arrive to this conclusion are more general
than the steady-state approximations of the previous section.
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3.6 Light-molecule interaction

Molecules have two additional types of motion compared to atoms: they can rotate
around their axes of symmetry and concurrently vibrate to and from because of the
restoring force between their atoms. These additional degrees of freedom bring
features to the molecular spectra that are not present in atomic spectra.

Molecular structures vary in term of their symmetry and consequently their
behavior. This section we only discuss the spectra of diatomic molecules, which
can easily be extended to more complex molecules.

3.6.1 Rigid rotator model

The Schrödinger equation of a rotating light object bound by a restoring force to a
very heavy stationary object is:

−
~2

2µ

[ 1
r2

(
r
∂

∂r

)(
r
∂

∂r

)
+

1
r
∂

∂r
−

1
~2r2 J2

]
Ψ(r, θ,ϕ) =

[
E−V(r)

]
Ψ(r, θ,ϕ) (3.96)

where µ = m1m2/(m1 + m2) is the reduced mass of the objects, V(r) is the bonding
potential and (r, θ,ϕ) are the spherical coordinate components. J is the angular
momentum operator which commutes with its z-component; [J2,Jz] = 0. One can
assume that the displacement of the particle from its equilibrium point is negligible.
The Hamiltonian of a rotating quantum object is therefore

Hrot =
J2

X

2IXX
+

J2
Y

2IYY
+

J2
Z

2IZZ
(3.97)

where IXX , IYY and IZZ are the moments of inertia, µr2, around the body-fixed
(X,Y,Z) axes. Ψ can be separated to radial and angular parts as Ψ = R(r)Y(θ,ϕ).
Angular solutions of the Schrödinger equation above are shown to be spherical
harmonics, Y j,m(θ,ϕ), with the eigenvalues of

J2 Y j,m(θ,ϕ) = J(J + 1)~2 Y j,m(θ,ϕ) (3.98)

Jz Y j,m(θ,ϕ) = m~ Y j,m(θ,ϕ) (3.99)

with J = 0,1,2, . . . and m ≤ |J|.
We focus on the case of a linear molecule for which IXX = IYY = I, IZZ ≈ 0.

From J2 = J2
X + J2

Y + J2
Z the rotation of molecule creates a series of discrete states

with energies

Erot =
J(J + 1)~2

2I
(3.100)
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In spectroscopy it is more popular to consider the rotational energy terms in
units of wavenumber, therefore, for the rigid rotator model we introduce

F(J) =
h

8π2cI
J(J + 1) = B J(J + 1) (3.101)

where B is the rotational constant in units of cm−1 , h is the Planck’s constant and
c the speed of light.

3.6.2 Oscillator Model of Diatomic Molecules

Atoms in a diatomic molecule are bound together by a restoring force caused by
their electrons cloud. This force can be approximated by a linear function of displa-
cement from an equilibrium point, i.e., F(r) = −k(r− re). This model is equivalent
to the classical harmonic oscillator.

For the radial part of 3.96 the potential energy is

V(r) =
1
2

kr2 (3.102)

Solutions of Schrödinger equation of a harmonic oscillator can be found in many
introductory quantum mechanics books. The vibrational states have energies of

Evib = ~ωvib(3+
1
2

) (3.103)

with 3 = 0,1,2, . . . where

ωvib =

√
k
µ

(3.104)

In spectroscopic units (cm−1), the vibrational energy is

G(3) =
~ωvib

hc
(3+

1
2

) = ω(3+
1
2

) (3.105)

This shows that the energies of the harmonic oscillator are equally spaced, contrary
to the rotational energies of a rigid rotator.

Although the harmonic oscillator model is sufficient to address the features of
molecular spectra for small values of 3, for higher values this model is not precise
enough. This is due to the shape of vibration potential curve. We expect that if
atoms of a molecule move far from their equilibrium value, the molecule dissoci-
ates, i.e., it splits into separate atoms. Equivalently, the potential curve flattens for
large values of r. In other words the potential curve is deformed from the parabolic
shape of the harmonic oscillator model.
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Consequently the vibration potential of the anharmonic oscillator is a polyno-
mial with displacement terms of higher order added to the potential of the harmonic
oscillator. Energy levels of the solutions of the Schrödinger equations for the an-
harmonic oscillator (in cm−1) are:

G(3) = ωe(3+
1
2

)−ωe xe(3+
1
2

)2 +ωe ye(3+
1
2

)3 + . . . (3.106)

Values of ωe, ωexe and ωeye decrease rapidly, e.g. these values for the X1Σ+
g elec-

tronic state of N2 molecule are ωe = 2358.57, ωexe = 14.324 and ωeye = −0.00226.
Anharmonicity removes the equality of distances between energy states that is va-
lid for harmonic oscillator. From Eq. (3.106) the spacing between vibrational levels
decreases as 3 increases.

3.6.3 Nonrigid rotator Model of Diatomic Molecules

In Section 3.6.1 the rotator is assumed to be rigid, i.e. the distance between the cen-
ter of gravity and the rotating object is constant over one rotation period. However,
spectral observation proves this assumption to be an approximation. Variation of
internuclear distance because of molecular vibration affects the rotational motion
in two ways. First, a classical picture of rotation requires a centrifugal force to
compensate the restoring force. In classical paradigm of rotation we have

µω2r =
J2

µr3 (3.107)

and the equation of centrifugal force and restoring force is

r− re =
J2

µr3
e k

(3.108)

where re is the vibration equilibrium position where assumption can be made that
r − re ≈ re as the displacement of molecule from its equilibrium position is very
small. The energy of a vibrating rotator is

E =
J2

2µr2
e

+
1
2

k(r− re)2 =
J2

2µr2
e
−

J4

2µ2r6
e k
. (3.109)

The quantum mechanical Hamiltonian of this system is obtained by substituting
the angular momentum operator. The eigenvalues of such an Hamiltonian (in units
of cm−1) are

E =
1
hc

[ ~2

2µr2
e

J(J + 1)−
~4

2µ2r6
e k

J2(J + 1)2
]

= B J(J + 1)−D J2(J + 1)2 (3.110)
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As a result the centrifugal distortion decreases the spacing between rotational ener-
gies. In Eq. (3.110) higher terms can be introduced if anharmonicity is involved.
However, they play a less important roles as their amounts are negligible compared
to the first two constants.

The second way that vibrations change the rotational motion is that the varia-
tion of internuclear distance manipulates the amount of moment of inertia, I, as it
is a function of (r− re). This in turn affects the values of B and D as

B3 = Be−α(3+
1
2

) (3.111)

D3 = De−βe(3+
1
2

) (3.112)

Here, higher terms are neglected as their effect is negligible. In conclusion the
amount of energy that a molecule contains due to its rotation and vibration is

T = ωe(3+
1
2

)−ωexe(3+
1
2

)2 +ωeye(3+
1
2

)3 + . . .

+ B3J(J + 1)−D3J2(J + 1)2 + . . . (3.113)

3.6.4 Molecular alignment by linearly polarized laser field

General formalism

Interaction of laser light with a molecule without permanent dipole moment indu-
ces a dipole moment, µ, by separating the centers of positive and negative charges.
This dipole moment is proportional to the electric field by polarizability tensor, α.
Laser makes the induced dipole moment to be aligned along the same direction
as the electric field. Assuming a molecule with diagonal polarizability tensor, the
energy of the molecule inside the electric field is changed as

E = −
1
2
~µ · ~E

= −
1
2

(
αXXE

2
X +αYYE

2
Y +αZZE

2
Z

)
. (3.114)

Hence, for a molecule with αXX = αYY = α⊥ and αZZ = α‖ the energy is

E = −
E2

0

2
∆α cos2 θ, (3.115)

where ∆α = α‖ − α⊥ and E = E0 cosθẐ with θ being the angle between the mo-
lecule’s axis of symmetry along Ẑ and the electric field polarization axis. This
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implies that the molecule rotates to align itself along the field axis, θ = 0, so as to
maintain a minimum energy.

However, for a molecule one needs to treat the interaction quantum mechani-
cally to reveal the full dynamics. The Hamiltonian of the interaction between the
induced dipole moment and the electric field, for the case that the frequency of the
electric field is far from any electronic and vibrational transition is [21]:

Hint = −
1
4

∑
ρρ′

Eραρρ′E
′
ρ = −

1
4

∑
ρρ′

∑
kk′
Eρ 〈ρ|k〉αkk′〈k′|ρ′〉E∗ρ′ (3.116)

where αρρ′ and αkk′ are the polarizability tensors in body-fixed and space-fixed fra-
mes. k, ρ and 〈ρ|k〉 are the body-fixed frame (X̂, Ŷ , Ẑ), space-fixed frame (x̂, ŷ, ẑ) and
elements of Euler transformation matrix from one frame to the other, respectively.

Molecule B0(cm−1) D0(cm−1) ∆αν(Å3) geven godd

N2 1.989581 5.76×10−6 0.93 2 1
O2 1.4297 4.839×10−6 1.15 0 1

CO2 0.3902 0.135×10−6 2 1 0

Table 3.1: Molecular rotational properties of N2, O2 and CO2 [22, 23]

Here we only consider a linearly polarized field, E = E0ẑ, and linear molecules,
IZZ ≈ 0, IXX = IYY = I where I is the moment of inertia in Eq. (3.97) and αZZ =

α‖, αXX = αYY = α⊥. An explicit form of Eq. (3.116) for this special case is

Hint = −
E2

0

4
∆α cos2 θ (3.117)

which has the similar form as Eq. (3.115) with the same definition of ∆α. Ro-
tational properties are briefly listed in table 3.1. The total Hamiltonian of a li-
near molecule interacting with a linearly polarized field is obtained by adding
Eq. (3.97) and Eq. (3.117): H = Hrot + Hint. Note that Eq. (3.97) for a linear mole-
cule has energies as in Eq. (3.100). The solution of the time-dependent Schrödinger
equation is a linear combination of spherical harmonics in Eq. (3.98) of the form∑

jm a j,mY j,m(θ,ϕ).
The expectation value of the molecule’s polar angle, 〈cos2 θ〉, is a measure that

quantifies how the molecule aligns with respect to the space-fixed frame. Note that
revealing the complete 3-D orientation of molecule needs the expectation value
of all the Euler angles to be calculated. This is beyond the scope of this text and
curious reader is encouraged to consult the reference [24].

√
〈J2〉 ≈ 〈J〉 is used to

define the dynamics of rotational states during the interaction.
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A molecular ensemble has a thermal distribution over rotational states that is
defined by Boltzmann statistics

P(EJ) =
1
Z

gJ (2J + 1) exp
(
−

EJ

kBT

)
, (3.118)

where Z, gJ (cf. table 3.1), kB are the partition function, nuclear spin statistics and
the Boltzmann constant. The (2J + 1) term accounts for the number of degenerate
states with same energy but different m.

Hence, the expectation value of any observable should be calculated by

〈cos2 θ〉 =
1
Z

∑
J,m

gJ exp
(
−

EJ

kBT
)
〈cos2 θ〉J,m (3.119)

where the Boltzmann distribution is used to average the 〈cos2 θ〉 for the rotational
states initially in J and m state.. 〈cos2 θ〉J,m means that we assume that initially
only |J,m〉 = 1; we then calculate 〈cos2 θ〉 and multiply it by its thermal weight.
The same operation is performed for the rest of the states, and sum the results.

Dependence of the Hamiltonian on cos2 θ allows Raman-type transitions with
∆J = 0,±2 and ∆m = 0 selection rules between rotational states [22]. Transitions
redistribute the population of rotational states during the interaction. Here we dis-
cuss the importance of the interaction duration, or in other words the duration of
the electric field.

Adiabatic versus impulsive alignment

In the absence of any electric field, the rotational period of a molecule is τrot =

1/(2Bc) with B defined in Eq. 3.101. This period establishes a scale to define
two regimes of interaction with respect to the pulse duration τ: adiabatic regime
(τ > τrot) and nonadiabatic or impulsive regime τ < τrot. The response to the laser
field is different in the two temporal regions. Analytical treatments can be found in
reference [25] to understand this difference. The numerical simulations presented
in Figs 3.6 and 3.7 illustrate the difference between the two regimes. Let us assume
first that the molecule is at zero temperature so that initially only J = 0 is populated.
In the adiabatic regime [Fig. 3.6 (center)], the J > 0 states start to populate as the
pulse rises, with the maximum J being reached at the peak of pulse maximum.
However, as the pulse slope turns negative, the population rolls back to J = 0, and
the system returns to its initial state upon the pulse turn-off. This scenario requires
the pulse duration to be longer than the rotational period, so that the rotational states
have sufficient time to transit back to the initial state. Figure 3.7 (center) shows the
√

J(J + 1) for adiabatic case. This verifies that the pulse escalates the J value from
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Figure 3.6: Dynamics of wavefunction coefficients, aJ,M as function of time for N2 at T=0◦K for
different pulse durations. (left) [τon = 25 ps, τoff = 25 ps], (middle) [τon = 100 fs, τoff = 100 fs] and
(right) [τon = 25 ps, τoff = 100 fs]. Normalized pulse shape is shown with grey line. Abscissa is in
picoseconds time unit. τon is the rising half-width at half-maximum of the rising side of pulse and
τoff is the rising half-width at half-maximum of the falling side of pulse.

zero to a maximum and then this value is dropped as the pulse declines. Also,
〈cos2 θ〉 suggests that the molecule is aligned toward the electric field direction as
the pulse enters and when it disappears molecules are left randomly aligned, as
they were at the beginning.

Figure 3.7 (left) shows the
√

J(J + 1) for adiabatic case. This verifies that the
pulse escalates the J value from zero to a maximum and then this value is dropped
as the pulse declines. Also, 〈cos2 θ〉 suggests that the molecule is aligned toward
the electric field direction as the pulse enters and when it disappears molecules are
left randomly aligned, as they were at the beginning.

In Figure 3.7 (middle) average amount
√

J(J + 1) at the end of pulse duration
is nonzero i.e. molecule gains angular momentum. After the pulse turn-off, these
states evolve freely and beat just like a superposition of sinusoidal functions with
different frequencies. Effect of superposition of states emerges in the value of
〈cos2 θ〉. It is obvious that even after the interaction is terminated molecules change
their angle with the space-fixed frame. This oscillatory effect is called “rotational
revivals” with period equal to the τrot. It should be noted that these alignment
revivals are hindered by the damping effects which are not discussed in this text.

Value of
√

J(J + 1) is shown in Figure 3.7 with blue dashed line. It shows that
in case of nonadiabatic alignment that molecule is left in J > 0 states contrary to
the adiabatic alignment that angular momentum is zero. Figure 3.6 and Figure 3.7
(right) show the case that τon = 25 ps (adiabatic turn-on) and τon = 100 fs (nona-
diabatic turn-off). This case inherits the properties of adiabatic and nonadiabatic
cases. The most striking differences of this with nonadiabatic interaction is that the
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Figure 3.7: Dynamics of 〈cos2 θ〉 (red, left ordinate) and
√
〈J(J + 1)〉 (blue, right ordinate) with

same conditions as in Figure 3.6. (left) [τon = 25 ps, τoff = 25 ps], (middle) [τon = 100 fs, τoff = 100
fs] and (right) [τon = 25 ps, τoff = 100 fs]. Normalized pulse shape is shown with grey line. Abscissa
is in picoseconds time unit.

value of
√

J(J + 1) is higher, i.e. more rotational states contribute to the dynamics
of the molecule. As a result the beating between these states which is observable in
〈cos2 θ〉 quantity results in sharper features for Figure 3.7 (right). In other words,
broader wavepacket in J space is equivalent of sharper alignment peaks. For this
hybrid type of interaction, simulations show that the vertical separation between
peaks and dips of 〈cos2 θ〉 are more pronounced.

Numerical results of Eq. (3.119) are shown in Figure 3.8 for nitrogen, oxyegn
and air molecules ensemble at T=295◦K interacting with a linear pulse. Air is as-
sumed to consist of 78% nitroegn and 22% oxygen. Pulse has a Gaussian temporal
shape with full-width at half-maximum of 60 femtosecond and peak intensity is 50
TW/cm2. Higher temperature requires more rotational states to be considered in
Eq. (3.119) according to Eq. (3.118). Similar to Figure 3.7 (middle), after the pulse
declines molecular wavepacket beats at multiples of rotational frequency. After in-
tegral multiples of τrot, “full-revival”, molecule’s rotational states have 2nπ phase.
This moment occurs at 8.34 ps for N2 and 11.66 ps for O2.

The local maxima represent alignment of molecules in direction of laser po-
larization i.e. the angle between the laser polarization and the molecular axis is
reduced while the minima show the antialignment of molecules i.e. the angle be-
tween the laser polarization and the molecular axis is increased. Angular shape
of molecule at alignment and anti-alignment instances are presented in middle and
right panel of Figure 3.9, respectively. Contrary to the angular shape of molecule
before the interaction with the pulse that is sphere, Figure 3.9, at the alignment
molecule is stretched along the polarization axis while it becomes flat in the plane
perpendicular to the polarization at the anti-alignment moment.
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Figure 3.8: Nondissipative 〈cos2 θ〉 of O2 (bottom), N2 (middle) and air (top). Air is
assumed to be a mixed ensemble of 78% of N2 and 22% of O2. Electric field is a 60 fs, 50
TWcm−2 linearly polarized pulse (shown in top plot with black solid line. Abscissa is in
picoseconds

Figure 3.8 shows that the transition from alignment to antialignment and vice
versa is very fast compared to the rotational period. This fast transition is important
in many applications as we will discuss in section ??

3.6.5 Orientational index of refraction

This section deals with the reaction of the molecules rotated by the light field on the
light field itself. This reaction is due to the fact that the molecules have a different
(linear) index of refraction along their different axis of symmetry.
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Figure 3.9: Angular distribution of N2 molecule at T=0◦K in absence of aligning pulse (left), in
alignment instance near the full-revival (middle) and anti-alignment near full-revival (right).
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Chapter 4

Neo-classical Light–Matter
Interaction

In the previous chapter, the quantum mechanical response of the medium inte-
racting with a light field was calculated. We arrived to classical linear and nonlinear
polarization in the limit of stationary response, i.e. pulses much longer than the
matter relaxation times. This is the situation that occurs when the pulse spectrum
does not cover any resonant transition. Non-resonant optical processes are parti-
cularly useful in femtosecond phenomena because they can lead to conversion of
optical frequencies with minimum losses. Nonlinear non-resonant phenomena are
currently exploited to make use of the most efficient laser sources, which are only
available at few wavelengths, to produce shorter pulses at different wavelengths
(nonlinear frequency conversion and compression) and amplify them (parametric
amplification). In contrast to the previous section where the interaction was domi-
nated by a resonance, we will be dealing with situations where the light frequency
is far away from optical resonances. Nonlinear crystals lend themselves nearly
ideally to frequency conversion with ultrashort pulses because their nonlinearity is
electronic and typically non-resonant from the near UV through the visible to the
near IR spectral region. Therefore, the processes involved respond nearly instan-
taneously on the time scale of even the shortest optical pulse. There appears to
be no limit in the palette of frequencies that can be generated through nonlinear
optics, from dc (optical rectification) to infrared (difference frequency generation
and optical parametric generation and amplification), to visible, and to UV (sum
frequency generation). The shorter the pulse, the higher the peak intensity for a
given pulse energy (and thus the more efficient the nonlinear process).

For cw light of low intensity, a medium with a non-resonant nonlinearity ap-
pears completely transparent and merely introduces a phase shift. For pulses, as
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discussed in Chapter 1, dispersion has to be taken into account, which can lead
to pulse broadening and shortening depending upon the input chirp, and to phase
modulation effects. The light–matter interaction is linear, i.e., there is a linear
relationship between input and output field, which results in a constant spectral in-
tensity. A typical example is the pulse propagation through a piece of glass. The
situation becomes much more complex if the pulse intensity is large, which can be
achieved by focusing or/and using amplified pulses. The high electric field associa-
ted with the propagating pulse is no longer negligibly small as compared to typical
local fields inside the material such as inner atomic (inner molecular) fields and
crystal fields. The result is that the material properties are changed by the incident
field and thus depend on the pulse. The induced polarization which is needed as
source term in the wave equation is formally described by the relationship

P=ε0χ(E)E = ε0χ
(1)E + ε0χ

(2)E2 + ε0χ
(3)E3 + ...+ ε0χ

(n)En + ...

= P(1) + P(2) + ...+ P(n) + .... (4.1)

The quantities χ(n) are known as the nonlinear optical susceptibilities of nth order
where χ(1) is the linear susceptibility introduced in Eq. (1.81). The ratio of two
successive terms is roughly given by∣∣∣∣∣∣P(n+1)

P(n)

∣∣∣∣∣∣ =

∣∣∣∣∣∣χ(n+1)E
χ(n)

∣∣∣∣∣∣ ≈
∣∣∣∣∣ E
Emat

∣∣∣∣∣ (4.2)

where Emat is a typical value for the inherent electrical field in the material. For
simplicity we have taken both E and P as scalar quantities. Generally, χ(n) is a
tensor of order (n + 1) which relates an n-fold product of vector components E j to
a certain component of the polarization of nth order,1 P(n); see, for example, [1–3].

4.1 Non-instantaneous response

For Eq. (4.1) to be valid in the time domain, we must assume that the sample
responds instantaneously to the electric field: in other words, it does not exhibit a
memory. The polarization at an instant t = t0 must depend solely on field values
at t = t0. As discussed in the previous section for resonant interaction, a non-
instantaneous response and memory effects, respectively, are a result of phase and
energy relaxation processes. They become noticeable if they proceed on a time
scale of the pulse duration or longer. Fortunately, in non-resonant light–matter
interaction many processes are well described by an instantaneous response even

1Note that this product can couple up to n different input fields depending upon the conditions of
illumination.
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when excited by pulses with durations of the order of 10−14 s. This is generally
true for nonlinear effects of electronic origin. Often however, the motion of the
much heavier atomic nuclei and molecules contribute to the material response. In
such a case, memory effects are likely to occur on a fs time scale, and the nth-order
polarization depends on the history of the field:

P(n)(t) = ε0

∫ ∫
...

∫
χ(n)(t1, t2, ..., tn)E(t− t1)E(t− t1− t2)...

×E(t− t1− ...− tn)dt1dt2...dtn, (4.3)

which illustrates the influence of the electric field components at earlier times.
Let us discuss the meaning of a memory of the nonlinear polarization for the

case of n = 2. The nonlinear polarization of second order is responsible for second
harmonic generation or frequency mixing or parametric amplification:

PNL(t) = P(2)(t) = ε0

∫ ∫
χ(2)(t1, t2)E1(t− t1)E2(t− t1− t2)dt1dt2, (4.4)

where E1 and E2 are optical fields, which can be identical, and χ(2) is the suscep-
tibility of second order. Note that, even though the expression (4.4) is a time con-
volution, its Fourier transform is not a simple product, but also a convolution in
the frequency domain. This convolution takes a simple form in the case of an
instantaneous nonlinearity:

χ(2)(t1, t2) = χ(2)
0 δ(t− t1)δ(t− t2). (4.5)

In the time domain, the corresponding nonlinear polarization is:

PNL(t) = ε0χ
(2)
0 E1(t)E2(t), (4.6)

By taking directly the Fourier transform of this expression, we find that the nonli-
near polarization in the frequency domain is a convolution:

PNL(Ω) =

∫
PNL(t)e−iΩtdt = ε0χ

(2)
0

∫
E1(Ω−Ω′)E2(Ω′)dΩ′. (4.7)

For monochromatic waves and long pulses, where the fields can be approximated
by δ-functions in the frequency domain, Eq. (4.7) reduces to a product.

Equation (4.7) fails as soon as the nonlinear response can no longer be conside-
red to be instantaneous. We will now show how one can find the general expression
for a nonlinear polarization of second order, cf. Eq. (4.4), in the frequency domain.
Fourier-transforming Eq. (4.4) yields:

PNL(Ω) = ε0

∫ ∫
χ(2)(t1, t2)

[∫
E1(t− t1)E2(t− t1− t2)e−iΩtdt

]
dt1dt2 (4.8)
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where we have changed the order of integration. The expression in brackets,
C(t1, t2,Ω), is the Fourier transform of a product, which can be written as the con-
volution of the FT’s of the factors, e−iΩt1 E1(Ω) and e−iΩ(t1+t2)E2(Ω):

C(t1, t2,Ω) =

∫
e−iΩ′(t1+t2)E2(Ω′)e−i(Ω−Ω′)t1 E1(Ω−Ω′)dΩ′ (4.9)

After inserting Eq. (4.9) into Eq. (4.8) the polarization in the frequency domain
reads

PNL(Ω) = ε0

∫ ∫
χ(2)(t1, t2) [C(t1, t2,Ω)]dt1dt2. (4.10)

Inserting Eq. (4.9) into Eq. (4.10) and changing the order of integration, we find

PNL(Ω) = ε0

∫
E2(Ω′)E1(Ω−Ω′)χ(2)(Ω,Ω′)dΩ′, (4.11)

where
χ(2)(Ω,Ω′) =

∫ ∫
χ(2)(t1, t2)e−iΩ′t2e−iΩt1dt1dt2. (4.12)

The result of Eq.(4.11) is easily generalized to higher order susceptibilities. If the
susceptibility is not frequency dependent we reproduce the result of Eq. (4.7). This
is again a manifestation of the fact that an instantaneous response (no memory) is
characterized by nondispersive material properties.

4.2 Pulse propagation

To study pulse propagation in a nonlinear optical medium we can proceed as in the
previous section. To the linear wave equation for the electric field, which contains
the χ(1) contribution, we add the nonresonant nonlinear polarization. As result we
obtain the wave equation with the nonlinear polarization as source term:(

∂

∂z
Ẽ−

i
2

k′′`
∂2

∂t2 Ẽ+D

)
ei(ω`t−k`z) + c.c. = i

µ0

k`

∂2

∂t2 PNL. (4.13)

The polarization appearing in the right hand side can be instantaneous, or be the
solution of a differential equation as in the case of most interactions with resonant
atomic or molecular systems, see previous section and Chapter ??. If we represent
the polarization as a product of a slowly varying envelope P̃ and a term oscillating
with an optical frequency ωp, eiωpt, the right-hand side of Eq. (4.13) can be written
as

∂2

∂t2

(
P̃eiωpt + c.c.

)
=

(
∂2

∂t2 P̃+ 2iωp
∂

∂t
P̃−ω2

pP̃

)
eiωpt + c.c.. (4.14)
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In order to compare the magnitude of the individual terms we approximate (∂/∂t)P̃
with P̃/τp which yields for the ratio of two successive members of the sum in the
brackets ωpτp. Therefore, if the pulse duration is (much) longer than an optical
period, that is ωpτp = 2πτp/Tp� 1, we may neglect the first two terms in favor of
ω2

pP̃. This will simplify the further evaluation of Eq. (4.13) significantly.
As pointed out earlier the SVEA becomes questionable if the pulses contain

only few optical cycles. Brabec and Krausz [4] derived a propagation equation
under less stringent conditions. If

|(∂/∂z)Ẽ| << k`|Ẽ| (4.15)

and
|(∂/∂t)Ẽ| << ω`|Ẽ| (4.16)

or ∣∣∣∣∣∣1− 3p3g
∣∣∣∣∣∣ << 1 (4.17)

are satisfied pulse propagation in the presence of a nonlinear polarization of slowly-
varying amplitude P(NL) and dispersion can be described by ∂∂z

+
i

2k`

(
1−

i
ω`

∂

∂t

)−1

∇2
⊥−

α0

2
+ iD̂

 Ẽ = −i
ω`cµ0

2n0

(
1−

i
ω0

∂

∂t

)
P̃(NL), (4.18)

where

D̂ =
α1

2
∂

∂t
+

∞∑
m=2

1
m!

(
km + i

αm

2

)(
−i
∂

∂t

)m

with

αm =
∂m

∂Ωm [Imk(Ω)]ω` and km =
∂m

∂Ωm [Rek(Ω)]ω` ,

see Appendix F. The coordinates z, t refer to a frame moving with the group velo-
city of the pulse. The additional time derivatives of the nonlinear polarization
and the diffraction term (∇2

⊥) become important for extremely short pulses. This
propagation equation was termed ”slowly evolving envelope equation”. In many
materials phase and group velocity are not much different and condition (4.17) is
satisfied. Conditions (4.15) and (4.17) can be combined to the “slowly evolving
wave approximation” [4] ∣∣∣∣∣ ∂∂z

E
∣∣∣∣∣ << k`|E|, (4.19)

which states that the amplitude and phase of the electric field must not change
significantly over a propagation distance of the order of a wavelength.
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In general, when a nonlinear polarization is involved, there will not be just
one propagation equation of the form of Eq. (4.14), but as many as the number
of waves that participate in the nonlinear optical process. For instance, a third
order polarization excited by a field at frequency ω` will create a polarization at
3ω` =ω`+ω`+ω`, and a polarization at ω` =ω`−ω`+ω`. The first process is ge-
neration of a third harmonic field, and the second is either two-photon absorption
or a nonlinear index of refraction, depending on the phase of the nonlinear suscep-
tibility. The generated field at 3ω` will propagate, and interfere with the field at 3ω`
produced at a different location by the fundamental. The third harmonic field may
also lead to the generation of other frequencies, through the third order process.
For instance, there will be re-generation of the fundamental frequency through the
third order process ω` = 3ω` −ω` −ω`, and the latter field will also interfere with
the propagated fundamental. The third harmonic may also create a 9th harmo-
nic through the nonlinear susceptibility. At a minimum, there will be at least two
differential equations of the form Eq. (4.14), with a third order susceptibility, cor-
responding to the fundamental and third harmonic fields. More equations have to
be added if more frequencies are generated.

It is beyond the scope of the book to give a detailed description of the various
possible nonlinear effects and excitation schemes. The reader is referred to the stan-
dard texts on nonlinear optics, for example Schubert and Wilhelmi [1], Boyd [2],
Bloembergen [3] and Shen [5]. Here we shall restrict ourselves to a nonlinearity of
second order that is responsible for second harmonic generation (SHG), optical pa-
rametric amplification (OPA), and to a nonlinearity of third order describing (self)
phase modulation [(S)PM].

The tensor character of the nonlinear susceptibility describes the symmetry
properties of the material. For all substances with inversion symmetry, χ(2n) = 0
(n = 1,2...) holds, and therefore no second harmonic processes can be observed in
isotropic materials and centrosymmetric crystals for example. In contrast, third-
order effects are always symmetry allowed. However, even in isotropic materials,
the tensor character of the nonlinear susceptibility should not be ignored. The
electric field of the light itself can break the symmetry, leading to interesting pola-
rization rotation effects.

In the following sections we will discuss various examples of nonlinear opti-
cal processes with short light pulses. The propagation of the corresponding wave
packets at carrier frequency ωi is described by a group velocity 3i for which

1
3i

=
n(ωi)

c
+
ωi

c
dn
dΩ

∣∣∣∣∣
ωi

(4.20)

holds. Sometimes it will also be necessary to specify the polarization direction, ê j,
of the waves participating in the nonlinear process.
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Unless stated otherwise we will assume that the nonlinear susceptibility is
much faster than the time scale of interest (pulse duration). This will allow us
to simplify the derivations by applying the concept of an instantaneous material
response. Also, to simplify the discussion on effects typical for the conversion
of very short light pulses, we will usually neglect any change in intensity due to
focusing effects; an approximation, which generally holds for nonlinear materi-
als shorter than the Rayleigh range. An exception is when self-focusing occurs, a
nonlinear effect discussed in Section 4.7.

4.3 Second harmonic generation (SHG)

Second harmonic generation has gained particular importance in ultrashort pulse
physics as a means for frequency conversion and nonlinear optical correlation.
Owing to the characteristics of ultrashort pulses, a number of new features unknown
in the conversion of cw light have to be considered [6–10]. We will examine first
the relatively simple case of type I SHG, in which the fundamental wave propa-
gates as an ordinary (o) or extraordinary (e) wave, producing an extraordinary or
ordinary second harmonic (SH) wave, respectively. We will briefly discuss at the
end of this section the more complex case of type II SHG, in which the nonlinear
polarization, responsible for the generation of a second harmonic propagating as
an e wave, is proportional to the product of the e and o components of the funda-
mental. We will see that group velocity mismatch between the fundamental and
the SH leads generally to a reduced conversion efficiency and pulse broadening.
Under certain circumstances, however, it is possible to have simultaneously high
conversion efficiency and efficient compression of the second harmonic in presence
of group velocity mismatch. Second harmonic is only a particular case of sum fre-
quency generation. Therefore, in some of the subsections to follow, we will treat in
parallel second harmonic generation and the more general case of sum frequency
generation.

4.3.1 Type I second harmonic generation

Let us assume a light pulse incident upon a second harmonic generating crystal.
The electric field propagating inside the material consists of the original (funda-
mental) field (subscript i = 1) and the second harmonic field (subscript i = 2). The
total field obeys a wave equation similar to Eq. (4.13) with a nonlinear polarization
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of second-order as source term:[(
∂

∂z
+

1
31

∂

∂t
−

ik′′1
2

∂2

∂t2

)
Ẽ1 +D1

]
ei(ω1t−k1z)

+
k2

k1

[(
∂

∂z
+

1
32

∂

∂t
−

ik′′2
2

∂2

∂t2

)
Ẽ2 +D2

]
ei(ω2t−k2z) + c.c. = i

µ0

k1

∂2

∂t2 P(2)

(4.21)

where the second-order polarization can be written as

P(2) = ε0χ
(2) 1

4

[
Ẽ1ei(ω1t−k1z) + Ẽ2ei(ω2t−k2z) + c.c..

]2
(4.22)

Since the group velocities 31 and 32 are not necessarily equal there is no coordinate
frame in which both the fundamental and SH pulses are at rest. Therefore z and
t are the (normal) coordinates in the laboratory frame. With the simplifications
introduced above for the polarization, we obtain two coupled differential equations
for the amplitude of the fundamental wave

(
∂

∂z
+

1
31

∂

∂t
−

ik′′1
2

∂2

∂t2

)
Ẽ1 +D1 = −iχ(2) ω2

1

4c2k1
Ẽ∗1Ẽ2ei∆kz (4.23)

and for the second harmonic (SH) wave(
∂

∂z
+

1
32

∂

∂t
−

ik′′2
2

∂2

∂t2

)
Ẽ2 +D2 = −iχ(2) ω2

2

4c2k2
Ẽ2

1e−i∆kz, (4.24)

where ∆k = 2k1(ω1)−k2(ω2) is the wave vector mismatch calculated with the wave
vector values at the carrier frequency of the fundamental and second-harmonic.
Since k1, k2 are functions of the orientation of the wave vector with respect to
the crystallographic axis, it is often possible to find crystals, beam geometry and
beam polarizations, for which ∆k = 0 (phase matching) is achieved [1–3]. Note
that in the case of ultrashort pulses the wave vectors vary over the bandwidth of the
pulse. This variation caused by the linear polarization has already been taken into
account by the time derivatives on the left-hand sides of Eqs. (4.23) and (4.24), cf.
Eq. (1.100).

Type I — small conversion efficiencies

Small conversion efficiencies occur at low input intensities and/or small length of
the nonlinear medium and nonlinear susceptibility. Under these circumstances we
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may assume that the fundamental pulse does not suffer losses. If we assume in
addition that k′′1 = k′′2 = D1 = D2 ≈ 0 we find for the fundamental pulse, using
Eq. (4.23), Ẽ1(t,z) = Ẽ1 (t− z/31). The fundamental pulse travels distortionless in
a frame moving with the group velocity 31. This expression can be inserted into
the generating equation for the SH, Eq. (4.24). Integration with respect to the
propagation coordinate yields for the SH at z = L:

Ẽ2

(
t−

L
32
,L

)
= −i

χ(2)ω2
2

4c2k2

∫ L

0
Ẽ2

1

[
t−

z
32

+

(
1
32
−

1
31

)
z
]
e−i∆kzdz. (4.25)

Using the correlation theorem, Eq. (4.25) can be transformed into the frequency
domain:

Ẽ2(Ω,L) = −i
χ(2)ω2

2

4c2k2

∫
Ẽ1(Ω′)Ẽ1(Ω−Ω′)dΩ′

∫ L

0
ei[(3−1

2 −3
−1
1 )Ω−∆k]zdz. (4.26)

After integration with respect to the propagation coordinate we obtain for the SH
field

Ẽ2(Ω,L) =

−i
χ(2)ω2

2L

4c2k2
sinc

{[(
1
32
−

1
31

)
Ω−∆k

]
L
2

}∫
Ẽ1(Ω′)Ẽ1(Ω−Ω′)dΩ′

(4.27)

and for the spectral intensity of the SH (apart from the conversion factor from field
squared to intensity):

|Ẽ2(Ω,L)|2 =χ(2)ω2
2L

4c2k2

2

sinc2
{[(

1
32
−

1
31

)
Ω−∆k

]
L
2

}∣∣∣∣∣∫ Ẽ1(Ω′)Ẽ1(Ω−Ω′)dΩ′
∣∣∣∣∣2 .
(4.28)

Maximum conversion is achieved for zero group velocity mismatch (31 = 32) and
zero phase mismatch (∆k = 0).

The term (3−1
2 − 3

−1
1 )z in the argument of Ẽ1 in Eq. (4.25) describes the walk-off

between the second harmonic pulse and the pulse at the fundamental wavelength
owing to the different group velocities. The result is a broadening of the second
harmonic pulse, as can be seen from Fig. 4.1. Only for crystal lengths

L� LS HG
D =

τp1

|3−1
2 − 3

−1
1 |

(4.29)
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Figure 4.1: Second harmonic pulse at different, normalized crystal lengths, L/LS HG
D ac-

cording to Eq. (4.25). (−−− input sech - pulse; the intensity is not to scale)

can the influence of the group velocity mismatch on the shape of the second-
harmonic pulse be neglected. In this case the SHG intensity varies with the square
of the product of crystal length and intensity of the fundamental, cf. Eq. (4.25). Be-
cause of this quadratic dependence, the second harmonic pulse is shorter than the
fundamental pulse (by a factor

√
2 for Gaussian pulses). For L� LS HG

D the pulse
duration is determined by the walk-off and approaches a value of L× |3−1

2 − 3
−1
1 |,

the peak power remains constant, and the energy increases linearly with L. Of
course, one needs to avoid this regime if short second harmonic pulses are requi-
red. The group velocity mismatch between the fundamental and SH pulse is listed
in Table 4.1 for some typical crystals used for SHG. Similar conclusions can be
drawn from the frequency domain solution for the SH pulse. The group velocity
mismatch causes the SHG process to act as a frequency filter, cf. Eq.(4.28). The
bandwidth becomes narrower with increasing crystal length. In addition, the sinc2

term in Eq. (4.28) introduces a modulation of the spectrum of the second harmonic.
The period of that modulation can serve to estimate the group velocity mismatch
(3−1

2 − 3
−1
1 ) of the particular crystal used.

It is interesting to note what happens when the phase matching condition is not
satisfied (∆k , 0). The introduction of exp(−i∆kz) in the integrand of Eq. (4.25)
produces a second harmonic output that varies periodically with the propagation



4.3. SECOND HARMONIC GENERATION (SHG) 195

crystal λ [nm] θ [o] (3−1
2 − 3

−1
1 ) [fs/mm]

KDP 550 71 266
620 58 187
800 45 77
1000 41 9

LiIO3 620 61 920
800 42 513
1000 32 312

BBO 500 52 680
620 40 365
800 30 187
1000 24 100
1500 20 5

Table 4.1: Phase matching angle θ and group velocity mismatch (3−1
2 − 3

−1
1 ) for type-I

phase matching (oo-e) in some negative uni-axial crystals. The data were obtained from
Sellmeier equations, see [11–13].

distance. The periodicity length is given by

LS HG
P =

2π
∆k

(4.30)

if group velocity mismatch can be neglected. In such cases it is recommended to
work with crystal lengths L < LS HG

P .

Type I — large conversion efficiencies

The simple approach of the previous section does no longer apply to conversion
efficiencies larger than a few tens of percent. We have to consider the depletion of
the fundamental pulse as the second harmonic pulse grows according to the com-
plete system of differential equations (4.23), (4.24). In the phase and group velo-
city matching regime, the second harmonic energy approaches its maximum value
asymptotically. Because of their lower intensities, the pulse wings reach this “sa-
turation” regime later and the second harmonic pulse duration τp2 broadens until
it reaches a value that is approximately given by the duration of the fundamental
pulse τp1. Therefore, even a moderate energy conversion requires very high con-
version efficiencies for the peak intensities. Figure 4.2 shows schematically the
conversion efficiencies in various regimes for zero group velocity mismatch (long
pulses).
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Figure 4.2: Conversion efficiencies neglecting (· · · ) and taking into account (− − −) de-
pletion of the fundamental wave. The inset illustrates the shaping of the SH and funda-
mental pulse in the crystal.

With the inclusion of group velocity and phase mismatch, the processes invol-
ved in SHG become very complex. Numerical studies of Eqs. (4.23) and (4.24)
in [14–16] reveal pulse splitting and a periodical behavior of the conversion effi-
ciency with propagation length under certain circumstances. The complexity re-
sults partly from the fact that the phase of the fundamental wave becomes depen-
dent on the conversion process. For cw light, the phase of the fundamental wave
can easily be obtained from Eqs. (4.23) and (4.24) and reads [15]

ϕ1(z) =
1
2

arccos

 c2k1Ẽ2(z)
χ(2)ω2

1Ẽ
2
1(z)

∆k

− π−∆kz
4

. (4.31)

This phase is responsible for a new phase mismatch ∆keffz = ϕ2(z)−2ϕ1(z) which,
as opposed to the ∆k introduced earlier, is a function of the field amplitudes. The
result is that the conversion efficiency drops more rapidly for spectral components
for which ∆k , 0. Thus, the SH process acts like an intensity dependent spectral
filter for short pulses, reducing the conversion efficiency and leading to distortions
of the temporal profile. As shown experimentally by Kuehlke and Herpers [17],
an optimum input intensity can exist for maximum energy conversion of fs pulses.
Usually these conversion efficiencies do not exceed a few tens of percent.

There is another interesting consequence of the nonlinear phase. In most cases,
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for both the SH and the fundamental fields, we have to consider a certain depen-
dence of the field amplitudes on the transverse spatial coordinate (beam profile).
According to Eq. (4.31) this leads to a phase φ1(x,y,z), which can result in focu-
sing or defocusing of the fundamental wave [18]. This lensing effect is similar to
self-focusing based on the Kerr effect that will be discussed in Section 4.7. There,
the self-lensing will be introduced as the result of a nonlinear polarization of third-
order, P(3), as opposed to the former case of Eq. (4.31), which is derived from a
second order nonlinear polarization.

Type I — compensation of the group velocity mismatch

A nonzero group velocity mismatch limits the frequency-doubling efficiency of
femtosecond light pulses to a few tens of percents. It is interesting to note that
the group velocity mismatch is equivalent to the fact that the phase matching con-
dition does not hold over the entire pulse spectrum. We want to leave the actual
workout of this fact to one of the problems at the end of this chapter. Generally, it
is not possible to match the group velocities by choosing suitable materials while
keeping the phase matching condition for the center frequencies, ∆k = 0, as indica-
ted in Table 4.1. However, since phase matching is achieved most often by angular
tuning, simultaneous phase matching of an extended spectrum is feasible by reali-
zing different angle of incidence for different spectral components. Corresponding
practical arrangements for fs light pulses were suggested in Refs. [19] and [20],
and implemented for sum frequency generation to 193 nm [21]. In Fig. 4.3, two

Figure 4.3: Frequency doubler for ultrashort (broadband) light pulses (adapted
from [19]).
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gratings, G1 and G2, are used to disperse and re-collimate the beam, respectively.
Two achromatic lenses (or telescopes [20]) image A onto the crystal and onto B
to ensure zero group velocity dispersion. The combination of L1 and G1 enables
different angles of incidence for different spectral components. The desired mag-
nification of lens L1 is determined by the angular dispersion of the first grating
a1 = dβ/dΩ and the derivative of the phase matching angle a2 = dθ/dΩ

M1 =
dθ/dΩ

dβ/dΩ
. (4.32)

The magnification of the second lens has to be chosen likewise, taking into account
the doubled frequency at the output of the crystal.

4.3.2 Second harmonic type II: equations for arbitrary phase misma-
tch and conversion efficiencies

Treatment in the time domain

As pointed out before there is no analytical solution to the general problem of SH
generation. Numerical procedures have to be used to describe the propagation of
the fundamental and the SH pulses under the combined action of (linear) dispersion
and nonlinear effects. The possible effects are particularly complex and interesting
in type II SH generation.

Type II SH generation involves the interaction of three waves, the SH, and
an ordinary (o) and extraordinary (e) fundamental. Group velocity mismatch of
these three waves does not always lead to pulse broadening. In the case of second
harmonic generation type II, it is possible to achieve significant pulse compression
at either the fundamental or the up-converted frequency.

To describe type II frequency conversion we extend the system of equati-
ons (4.23) and (4.24). We choose a retarded time frame of reference travelling with
the second harmonic signal at its group velocity 32. The fundamental pulse has a
component Ẽo(t)exp[i(ω1t− koz)] propagating as an ordinary wave (subscript o) at
the group velocity 3o, and a component Ẽe(t)exp[i(ω1t− kez)] propagating as an
extraordinary wave (subscript e) at the group velocity 3e. The system of equations
describing the evolution of the fundamental pulses Ẽo and Ẽe, and the generation
of the second harmonic wave Ẽ2 is:
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[
∂

∂z
+

(
1
3o
−

1
32

)
∂

∂t

]
Ẽo +Do = −iχ(2) ω2

1

4c2ko
Ẽ∗eẼ2ei∆k z (4.33)[

∂

∂z
+

(
1
3e
−

1
32

)
∂

∂t

]
Ẽe +De = −iχ(2) ω2

1

4c2ke
Ẽ∗oẼ2ei∆k z (4.34)

∂

∂z
Ẽ2 +D2 = −iχ(2) ω

2
1

c2k2
ẼeẼ0e−i∆k z, (4.35)

where ∆k = ko + ke − k2 is the wave vector mismatch calculated at the pulse car-
rier frequency. The phase matching condition ∆k0 = ko(ω1) + ke(ω1)− k2(2ω1) = 0
implies that the phase velocities are matched. The fact that the waves at ω1 and
ω2 remain in phase does not necessarily imply that pulses reach simultaneously
the end of the crystal. The three wave packets propagate at group velocities 3o, 3e,
and 32 that, in general, are different. The expression Eq. (4.27) found for type-I SH
generation without pump depletion can be regarded a special solution of Eqs. (4.33-
4.35).

SHG for short pulses — treatment in the frequency domain

When dealing with the conversion of very short pulses, it is not sufficient to include
dispersion only up to first order, that is D = 0. For D , 0, however, the system of
equations (4.33)-(4.35) contains higher-order time derivatives whose treatment is
numerically difficult. The problem can be stated more clearly in the frequency
domain, using the complete functional dependence of the k vectors (or the indices
of refraction), rather than power series. We start from the wave equation for the
electric field (

∂2

∂z2 −
1
c2

∂2

∂t2

)
Ẽ(t,z) = µ0

∂2

∂t2

[
P̃L(t,z) + P̃NL(t,z)

]
(4.36)

where the electric field is the sum of the three participating waves

Ẽ(t,z) = êoẼo(t,z) + êeẼe(t,z) + êeẼ2(t,z) (4.37)

and the nonlinear polarization

P̃NL(t,z)=ε0χ
(2)

[
Ẽo(t,z)Ẽe(t,z)êe+Ẽ2(t,z)Ẽ∗o(t,z)êe+Ẽ2(t,z)Ẽ∗e(t,z)êo

]
. (4.38)

Without loss of generality, we have assumed that the second harmonic field Ẽ2
propagates as an extraordinary wave with polarization vector êe. The nonlinear
polarization terms are responsible for the evolution of the SH, the fundamental
e-wave and the fundamental o-wave, respectively.
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Following the same procedure as in Section 1.2, we take the Fourier transform
of Eq.(4.36): [

∂2

∂z2 +µ0Ω2ε(Ω)
]
Ẽ(Ω,z) = −µ0Ω2P̃NL(Ω,z) (4.39)

where we used the expressions (1.81) for the linear polarization and Eq. (1.84) for
the dielectric constant. The nonlinear polarization in the frequency domain is a
sum of three convolution integrals; the first member of the sum, for example, is
ε0χ

(2)êe
∫

Eo(Ω′,z)Ee(Ω−Ω′,z)dΩ′.
For the electric field components we make the ansatz

Ẽq(Ω,z) =
1
2

ãq(Ω,z)e−ikq(Ω)z. (4.40)

where the subscript q stands for “o”, “e”, or “2”. The amplitudes ãq(Ω,z) peak
at the central frequencies of the corresponding pulse. The ansatz is a solution of
the linear wave equation [P̃NL(Ω,z)=0 in Eq.( 4.39)]. Hence kq(Ω) = Ωnq(Ω)/c =

Ω
√
µ0ε(Ω). Inserting the ansatz into Eq. (4.39) and separating out the three field

components according to polarization and frequency yields

∂

∂z
ã2(Ω,z) =

−iΩ2χ(2)

4c2k2(Ω)

∫
ão(Ω′,z)ãe(Ω−Ω′,z)ei[−ko(Ω′)−ke(Ω−Ω′)+k2(Ω′)]zdΩ′

+
i

2k2(Ω)
∂2

∂z2 ã2(Ω,z) (4.41)

∂

∂z
ão(Ω,z) =

−iΩ2χ(2)

4c2ko(Ω)

∫
ã2(Ω′,z)ã∗e(Ω−Ω′,z)ei[ko(Ω′)+ke(Ω−Ω′)−k2(Ω′)]zdΩ′

+
i

2ko(Ω)
∂2

∂z2 ão(Ω,z) (4.42)

∂

∂z
ãe(Ω,z) =

−iΩ2χ(2)

4c2ke(Ω)

∫
ã2(Ω′,z)ã∗o(Ω−Ω′,z)ei[ke(Ω′)+ko(Ω−Ω′)−k2(Ω′)]zdΩ′

+
i

2ke(Ω)
∂2

∂z2 ãe(Ω,z). (4.43)

The sum of the three equations (4.41) is equivalent to the second order wave equa-
tion (4.39) or (4.36). There is however an approximation involved in splitting the
single wave equation in a system of three equations, namely that the spectral range
of the pulses Eo and Ee centered at ω` and 2ω` do not overlap. For numerical
calculations, it is more convenient to consider field amplitudes shifted to zero fre-
quency:

Ẽ2(∆Ω = Ω−2ω`) = ã2(Ω,z)

Ẽo(∆Ω = Ω−ω`) = ão(Ω,z)

Ẽe(∆Ω = Ω−ω`) = ãe(Ω,z), (4.44)
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where we have dropped for simplicity of notation the variable z in the argument
of the field amplitudes on the left of Eqs. (4.44). These fields are the Fourier
transforms of the envelopes defined in Chapter 1, Eq. (1.18). The envelope was
defined in Eq. (1.18) with a similar ansatz as Eq. (4.40), hence not involving any
SVEA. In situations where the SVEA applies, these shifted amplitudes [Eq. (4.44)]
become identical to the spectral amplitudes defined in Eq. (1.18). The set of
equations (4.41) can easily be written for the spectral field envelopes defined in
Eqs. (4.44).

The set of coupled equations (4.41) with (4.44) is convenient for a numerical
treatment. No other assumption or approximation has been made, except that the
spectra of the fundamental and second harmonic do not overlap, in order to be able
to split a single Maxwell’s second order propagation equation into three coupled
differential equations. The dispersion of the material is contained in the frequency
dependence of the wave vectors k2

q(Ω) = Ω2n2(Ω)/c2. The second derivative of the
envelope with respect to z can generally be neglected, unless the spectral envelope
of the field changes on length scales of the wavelength.

It should be noted that no moving frame of reference has been adopted in this
section. Hence, the fields are propagating at their respective group velocities. A
more convenient representation of the solution uses a frame of reference propaga-
ting at one of the group velocities, for instance that of the second harmonic (see
also Section 4.3.1). The temporal (complex) envelopes in this frame of reference
moving at the velocity 32 are obtained from the solutions Ẽi(∆Ω,z) through the
transformation:

Ẽ2(t,z) =

∫ ∞

−∞

Ẽ2(∆Ω,z)e−i[k2(∆Ω)− ∆Ω
32

]ze−i∆Ωtd∆Ω (4.45)

Ẽo(t,z) =

∫ ∞

−∞

Ẽo(∆Ω,z)e−i[ko(∆Ω)− ∆Ω
32

]ze−i∆Ωtd∆Ω (4.46)

Ẽe(t,z) =

∫ ∞

−∞

Ẽe(∆Ω,z)e−i[ke(∆Ω)− ∆Ω
32

]ze−i∆Ωtd∆Ω. (4.47)

4.3.3 Pulse shaping in second harmonic generation (type II)

In this section we will describe the situation where group velocity mismatch can be
utilized to shape (shorten) ultrashort light pulses as a result of nonlinear frequency
conversion.

Akhmanov et al. [22] analyzed the situation where a SH pulse and a funda-
mental pulse are simultaneously incident on a nonlinear crystal with 32 > 31. If a
short SH pulse is launched in the trailing edge of a long fundamental pulse the SH
will extract energy from various parts of the fundamental while moving through
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Figure 4.4: The three interacting pulses — fundamental ordinary, fundamental extraor-
dinary and second harmonic — are represented in a temporal frame of reference moving
with the group velocity of the second harmonic.

the fundamental pulse due to the group velocity mismatch. High peak powers of
the second harmonic and considerable pulse shortening were predicted.

Similar effects can be expected in type II phase-matching. Here another degree
of freedom, the group velocity mismatch (3o−3e) of the ordinary and extraordinary
fundamental, can be adjusted. Consider a phase matched situation (∆k = 0) where
again a short second harmonic pulse, of sufficient intensity to deplete the funda-
mental, is seeded at the trailing edge of a longer fundamental pulse at the input of
the nonlinear crystal. This situation leading to pulse compression [10,23], was first
implemented with subpicosecond pulses in [24,25]. Subsequently, pulse compres-
sion through second harmonic generation in very long (5-6 cm) KDP (KH2PO4)
and KD∗P (KD2PO4) crystals was predicted [23] and demonstrated [26]. We will
describe in a subsequent section a similar compression mechanism in synchro-
nously pumped optical parametric oscillators [27–30].

Let us now discuss the situation where the group velocity of the SH is interme-
diate between the two fundamental waves, 3o < 32 < 3e and assume that the e-wave
pulse enters the crystal delayed with respect to the o-wave pulse. A second harmo-
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nic will be generated at the temporal overlap between the two pulses, as sketched
in Fig. 4.4(a). In a frame of reference moving at the group velocity of the second
harmonic, the two fundamental pulses will travel towards each other. After some
propagation distance, the overlap of the fundamentals increases, and so does the
second harmonic intensity (Fig. 4.4(b)). However, if the fundamental pulses are
sufficiently intense as sketched in Figs. 4.4(c) and (d), the intensity of the second
harmonic may be large enough to deplete the fundamentals. As a result, the spatial
overlap of the two (depleted) fundamentals remains small, as they move into each
other (Fig. 4.4(d)).

An interesting situation arises when the walk-off lengths for the two funda-
mental pulses, Le = τp/(3−1

e − 3
−1
2 ) and Lo = τp/(3−1

o − 3
−1
2 ), are equal and opposite

in sign, and only three or four times longer than the crystal length. This case was
analyzed in detail by Wang and Dragila [10] and Stabinis et al. [23]. The crystal
angle θ; the walk-off lengths for a 12 ps pulse at 1.06 µm, and their ratio m are listed
in Table 4.2 for second harmonic generation type II in KDP and DKDP. In order

crystal θ Lo (cm) Le (cm) |m|
KDP 59.2o 20.9 -15.8 1.32
DKDP 53.5o 28.1 -20.0 1.40

Table 4.2: Relevant constants for second harmonic generation type II in KDP and DKDP
at 1.06 µm. m is the ratio of the walk-off lengths.

to generate compressed second-harmonic pulses, the faster e wave is sent delayed
with respect to the o wave into the crystal. A second harmonic “seed” originates
from the short overlap region between the two e and o fundamental pulses. As this
second harmonic propagates through the crystal it is amplified, while the overlap
between all three pulses increases. Because of its faster group velocity, the second
harmonic always sees an un-depleted o wave at its leading edge. Compression of
the second harmonic results from the differential amplification of the leading edge
with respect to the trailing edge. Implementation of this compression requires an
accurate control of the pulse intensity, hence a well defined temporal profile, and a
square or super Gaussian beam profile. Compression factors in excess of 30 have
been observed [26, 31].

4.3.4 Group velocity control in SHG through pulse front tilt

The condition of second harmonic group velocity intermediate between the ordi-
nary and extraordinary fundamentals cannot in general be met at any wavelength,
for any crystal. It is however possible to adjust the group velocity through a tilt
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Fundamental

pulse front

crystal

Figure 4.5: SHG using tilted pulse fronts. The wave vector of the (o-wave) SH is perpen-
dicular to the entrance face of the crystal. Top figure - the pulse front of the fundamental
(dark bar) is tilted by an amount compensating the group velocity mismatch of fundamen-
tal and SH (grey bar) pulse exactly. Bottom figure - the input pulse front is not tilted. The
different group velocities of fundamental and SH pulse lead to walk-off.

of the energy front with respect to the phase-front. Figure 4.5 illustrates the basic
principle in the case of a degenerate type I process. As shown in the lower part of
the figure, the temporal overlap of the interacting pulses decreases because of the
lower velocity of the SH pulse relative to the fundamental pulse. Furthermore, the
spatial overlap decreases because of the walk-off (ρ in the figure) of the fundamen-
tal wave from the second harmonic wave. These two negative effects can however
be used in conjunction with pulse front tilt to match the relative velocities of the
two pulses, as illustrated in the upper part of Fig. 4.5. Loosely speaking: seen in the
frame of reference of the SH wave, the lateral walk-off of the fundamental beam
decrease the component of the pulse velocity along the direction of propagation of
the SH just to match its (group) velocity.

Unfortunately, for femtosecond pulses, it is not practical to generate a large
pulse front tilt. For instance, a pulse front tilt of the order of 40 degrees would be
required for second harmonic type II generation and compression in BBO of a 800
nm pulse of a Ti:Sapphire laser in collinear interaction [32]. A dispersive element
like a prism with a ratio of beam diameter to base length of 20 (in the case of SF
10 glass) would be needed to achieve the required energy front tilt of 40 degrees.
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Figure 4.6: Geometry for pre-compensation the pulse front tilt resulting from propaga-
tion through an interface (the pulse fronts are depicted as dotted lines) using prisms. For
the chosen type II SHG of 800 nm pulses: θ = 2◦, which is the internal angle of the fun-
damental beams for non-collinear interaction. In order to match the energy fronts of both
fundamentals, an external pulse front tilt of γ = 0.6◦ for β = 1.6◦ is required. Also sketched
in the figure are thin SF10 prisms (a/b = 0.2) to realize the desired γ .

Dispersion in the glass would lead to large pulse broadening and phase modulation.
A better approach for group velocity matching in SHG as well as in parametric

three-wave interactions of fs pulses is to use a non-collinear geometry [33, 34]:
Table 4.3 shows how the group velocities of the participating waves can be changed
from the collinear to the non-collinear case (here for an internal angle of 2 degrees)
leading to conditions for compression. The sketch of the interaction geometry in
Fig. 4.6 shows that it is possible to obtain the respective group velocities through
manipulation of the angles of incidence in the crystal and the energy tilt produced
by a prism. Figure 4.6 pertains to the case of non-collinear interacting plane waves
inside a 250 µm long BBO crystal, cut for type II second-harmonic generation of
laser pulses at 800 nm.

The situation sketched in Fig. 4.6 was simulated with the system of equations
Eqs (4.41), (4.42) and (4.43), with the substitution of Eqs. (4.44) for the case of a
10 fs fundamental pulse with a 20 fs pre-delay of the fundamental e with respect
of the fundamental o. Successive intensity profiles are plotted in Figs. 4.7. The 10
fs fundamental pulse gives rise to a 2.5 fs second harmonic. Even in this extreme
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geometry fundamental (o) second-harmonic (e) fundamental (e)
3o (108 m/s) 32 (108 m/s) 3e (108 m/s)

collinear 1.780 1.755 1.843
non-collinear 1.798 1.905 1.934

Table 4.3: Group velocities for the o, e and second-harmonic e waves. Values are cal-
culated for type II second-harmonic generation of 800 nm radiation for collinear and non-
collinear (internal angle is 2 degrees) interaction in BBO crystals.

Figure 4.7: Calculated fundamental (a) and second-harmonic waves (b) as they propagate
and interact inside a 250 µm long BBO crystal (note the different scales for (a) and (b)).
Group velocity mismatch leads to a compressed second-harmonic pulse with a FWHM of
2.5 fs (b), for 10 fs fundamental input pulses. Furthermore, considerable pulse reshaping
can be seen for the extraordinary fundamental in (a), leading to a shortened FWHM from
10 fs to 2.5 fs with a shoulder. Pulse energies were 400 µJ for each fundamental pulse,
at a FWHM of 10 fs with a pre-delay of 20 fs of the e-fundamental with respect to the
o-fundamental.

case of pulse compression, the maximum value for ∂2Ẽ/∂z2 is 200 times smaller
than 2k∂Ẽ/∂z, and the second order partial derivatives can therefore be neglected
in Eqs. (4.41), (4.42) and (4.43). Figure 4.7(b) shows a peak intensity of 9 GW/cm2

for the 2.5 fs second-harmonic for initial peak intensities for the fundamental pulses
of roughly 13 GW/cm2. This indicates 70% conversion in intensity.
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4.4 Optical parametric interaction

4.4.1 Coupled field equations

Similar considerations as in the previous section can be made for a number of
other nonlinear processes of second order used for generating pulses at new fre-
quencies. Figure 4.8 shows schematically three possible situations. In parametric

Figure 4.8: Nonlinear optical processes of second order for generating pulses of new
frequencies. (a) parametric up-conversion, (b) parametric down-conversion, (c) parametric
oscillation.

up-conversion two pulses of frequencies ω1 and ω2, respectively, are sent through
a nonlinear medium (crystal) and produce a pulse of frequency ω3 = ω1 +ω2. In
parametric down-conversion a pulse with the difference frequency is generated. In
parametric oscillation, a single pulse of frequency ω3 generates two pulses of fre-
quency ω1 and ω2 such that ω1 +ω2 = ω3. Which process occurs depends on the
realization of the phase matching condition. In principle, to obtain a fs output pulse
through up- or down-conversion, it is sufficient to have only one fs input pulse. The
second input can be a longer pulse or even cw light. Mokhtari et al. [35], for ex-
ample, mixed 60 fs pulses at 620 nm from a dye laser with 85 ps pulses from a
Nd:YAG laser (1064 nm) to obtain up converted fs pulses at 390 nm. Parame-
tric frequency mixing of two fs input pulses were reported, for example, in [36]
and [37]. If the input pulse (pump pulse) is sufficiently strong, two pulses of fre-
quencies ω1 and ω2, for which the phase matching condition is satisfied, can arise.
In this case, noise photons which are always present in a broad spectral range can
serve as seed light. This process is known as optical parametric oscillation; the
generated pulses are called idler and signal pulses — the usual convention being
that the signal is the generated radiation with the shorter wavelength.

With similar assumptions that allowed us to derive the equations for SHG, we
obtain three coupled differential equations for the interaction of the three optical
fields as shown in Fig. 4.8:(

∂

∂z
+

1
31

∂

∂t

)
Ẽ1−

i
2

k′′1
∂2

∂t2 Ẽ1 +D1 = −iχ(2) ω2
1

4c2k1
Ẽ∗2Ẽ3ei∆kz (4.48)
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(
∂

∂z
+

1
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∂

∂t

)
Ẽ2−

i
2

k′′2
∂2

∂t2 Ẽ2 +D2 = −iχ(2) ω2
2

4c2k2
Ẽ∗1Ẽ3ei∆kz (4.49)

(
∂

∂z
+

1
33

∂

∂t

)
Ẽ3−

i
2

k′′3
∂2

∂t2 Ẽ3 +D3 = −iχ(2) ω2
3

4c2k3
Ẽ1Ẽ2e−i∆kz (4.50)

where ∆k = k1(ω1)+k2(ω2)−k3(ω3), and the higher order dispersion terms defined
in Eqs. (1.99), (1.100) have been included. The conversion efficiencies are maxi-
mum if the phase matching condition, ∆k = 0, is satisfied. The description of the
various processes in Fig. 4.8 by Eqs. (4.48)–(4.50) differs only in the initial con-
ditions, that is the field amplitudes at the crystal input. This system of equations
is analogous to the ones encountered for second harmonic generation. For relati-
vely weak pulses, conversion efficiencies are low, and the group velocity dispersion
contributes to a broadening of the generated radiation.

As in the case of SHG, there is a particularly interesting regime which com-
bines the complexities of short pulses, high intensity and long interaction lengths.
The pulses have to be sufficiently short that simultaneous phase matching cannot
be achieved over the pulse bandwidth. The crystal length and pulse intensities are
sufficiently high for regeneration of the pump to occur. These conditions are also
referred to as “giant pulse regime”, or sometimes “nonlinear parametric genera-
tion”.

4.4.2 Synchronous pumping

Higher efficiencies can be obtained by placing the nonlinear crystal in an optical
resonator for the signal pulse. The crystal is then pumped by a sequence of pulses
whose temporal separation exactly matches the resonator round trip time. In this
manner, the signal pulse passes through the amplifying crystal many times before
it is coupled out. Laenen et al. [38] pumped the crystal with a train of 800 fs pulses
from a frequency doubled Nd:glass laser and produced 65–260 fs signal pulses
which were tunable over a range from 700 to 1800 nm.

Intracavity pumping of an optical parametric oscillator (OPO) is also possi-
ble to take advantage of the high intracavity pulse power for the pumping. This
technique was demonstrated by Edelstein et al. [39], by placing the OPO crystal in
the resonator of a fs dye laser, and building a second resonator around the crystal
for the signal pulse. At repetition frequencies of about 80 MHz, the mean output
power of the parametric oscillator was on the order of several milliwatts. A high
gain, short lifetime laser such as a dye or semiconductor laser is desirable, because
the mode-locking of such a laser is less sensitive to feedback from the faces of the
crystal. Intracavity pumping of an optical parametric oscillator has however also
been demonstrated in a Ti:sapphire laser [40] which has a long gain lifetime.
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4.4.3 Chirp amplification

So far we have been concerned with amplitude modulation effects in nonlinear
mixing. Phase modulation introduces an element of complexity that one generally
tries to avoid, in particular in the conditions of “giant pulse compression” discus-
sed previously. It has been recognized however that second order interactions can
be used to generate or amplify a phase modulation. We will consider here as an
example chirp amplification that can take place in parametric processes.

The frequencies of the three interacting pulses obey the relation

ω3(t) = ω1(t) +ω2(t). (4.51)

If we substitute for the time dependent frequencies ωi(t) =ωi + ϕ̇i(t) (i = 1,2,3), we
obtain for the phases

ϕ̇3(t) = ϕ̇2(t) + ϕ̇1(t). (4.52)

In addition, for efficient parametric oscillation, the phase matching condition must
be satisfied, which now implies

k3[ω3(t)] = k2[ω2(t)] + k1[ω1(t)]. (4.53)

For |ϕ̇i| � ωi and linearly chirped pump pulses a Taylor expansion of Eq. (4.53)
yields

dk3

dΩ

∣∣∣∣∣
ω3

ϕ̇3(t) =
dk2

dΩ

∣∣∣∣∣
ω2

ϕ̇2(t) +
dk1

dΩ

∣∣∣∣∣
ω1

ϕ̇1(t). (4.54)

The chirps at the three frequencies are thus related by the group velocities 3i. From
Eqs. (4.52) and (4.54), a relation between the chirp of idler and signal pulses and
pump pulse can be found:

ϕ̇1 = pϕ̇3 (4.55)

ϕ̇2 = (1− p)ϕ̇3, (4.56)

where p is the chirp enhancement coefficient:

p =

3−1
3 − 3

−1
2

3−1
1 − 3

−1
2

 , (4.57)

and 3i are the group velocities at the respective frequencies ωi.
Equation (4.57) indicates that chirp amplification is most pronounced in a con-

dition of degeneracy where ω1 ≈ ω2. The mechanism of chirp amplification can
also be understood by means of the tuning curves. For instance, Fig. 4.9 shows
the tuning curves for phase matching (type I) in KDP. A small change in pump
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Figure 4.9: Tuning curves of a KDP optical parametric oscillator, pumped at a wave-
length of λ3 = 0.53 µm (from [41]).

wavelength λ3 results in a strong change of signal wavelength. As a result, a slig-
htly chirped pump pulse generates signal and idler with enhanced (and opposite)
chirp [41]. The signal pulses with enhanced chirp can be compressed in a gra-
ting pair compressor. Using the natural chirp of frequency doubled pulses from a
Nd:glass laser, pulses of 50 fs at 920 nm were obtained by this technique [41].

4.5 Third order susceptibility

4.5.1 Fundamentals

The third order contribution to the nonlinear polarization in an isotropic medium
is 2:

P̃(3)
x = ε0χ

(3)
∑
j=x,y

[
ẼxẼ jẼ∗j + Ẽ jẼxẼ∗j + Ẽ jẼ jẼ∗x

]
= ε0χ

(3)
{
2
[
|Ẽx|

2 + |Ẽy|
2
]
Ẽx + Ẽx|Ẽx|

2 + ẼyẼyẼ∗x
}

= 3ε0χ
(3)

{[
|Ẽx|

2 +
2
3
|Ẽy|

2
]
Ẽx +

1
3

(Ẽ∗xẼy)Ẽy

}
, (4.58)

2We consider here only the terms in the polarization oscillating at the same optical frequency as
the driving field.
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where we consider the x̂ component of the polarization, under the influence of a
light pulse propagating along z, with field components along x̂ and ŷ. If there is
only a component of the field along x:

P̃(3)
x = 3ε0χ

(3)|Ẽx|
2Ẽx. (4.59)

In the transparent region of many materials, χ(3) can be approximated by a real
quantity, and the nonlinear polarization results in an index of refraction that de-
pends nonlinearly on the propagating field. Usually the lowest order of this depen-
dence is expressed by one of the following equivalent relations

n = n0 + n2|Ẽ(t)|2

= n0 + 2n2〈E2(t)〉

= n0 + n̄2I(t), (4.60)

where n̄2 = 2n2/(ε0cn0). The quantity n2 is called nonlinear index coefficient and
describes the strength of the coupling between the electric field and the refractive
index. The most often quoted quantities are n2 in esu units, and n̄2 in cm2/W. The
conversion factor between the two quantities is:

n̄2(cm2/W) =
2

(300)2n0

√
µ0

ε0
n2(esu) ≈

8.378
n0
·10−3n2(esu) (4.61)

Origin Example n̄2 [cm2/W] Response time [s]
electronic

nonresonant glass 10−16—10−15 10−15—10−14

air 10−18—10−19 10−14—10−13

resonant semic. doped glass 10−10 10−11

molecular motion CS 2 10−12 10−12

Table 4.4: Examples of nonlinear refractive index parameters

Many different physical processes can account for an intensity dependent change
in index of refraction due to a third-order nonlinearity. Table 4.4 gives some exam-
ples. As a rule of thumb, the larger the nonlinearity, the longer the corresponding
response time. For fs pulse excitation, it is only a (nonresonant) nonlinearity of
electronic origin that can be considered to be without inertia. The corresponding
nonlinear refractive index can be described by relations (4.60), and is a result of an
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optical nonlinearity of third order. If only one pulse is incident on the sample the
complete (including terms not oscillating at ω`) polarization reads

P̃(3) = ε0χ
(3)E3 = ε0χ

(3)
(
3
8
|Ẽ|2Ẽeiω`t +

1
8
Ẽ3e3iω`t

)
+ c.c. (4.62)

assuming an instantaneous response. The terms with 3ω` in the argument of the
exponential function describe third harmonic generation. In the cases where this
latter process is sufficiently weak not to impact the propagation of the wave at ω`,
one can show from Eq. (4.62) that

n2 =
3χ(3)

8n0
, (4.63)

(see Problem 3 at the end of this chapter). The intensity dependence of n implies a
refractive index varying in time and space. The temporal variation, as discussed in
Chapter 1 [Eq. (1.187)], leads to a pulse chirp. The (transverse) spatial refractive
index dependence leads to lensing effects. These processes are called self-phase
modulation (SPM) and self-focusing (SF), respectively. In most cases self-focusing
is undesirable and is avoided by minimizing the sample length and/or working with
uniform beam profiles whenever possible.

To describe SPM we can substitute Eq. (4.62) into the wave equation (4.13).
Let us first recall the approximations needed to derive the simple expression for
the second derivative of the polarization used in the previous subsection. These
approximations lead to an estimate of the first correction terms. If the nonlinea-
rity is not perfectly inertialess (i.e., does not respond instantaneously to the electric
field), we have to compute the polarization using the integral expression (4.3). For
response times smaller than the pulse duration, the Fourier transform of Eq. (4.3)
can be expanded into a Taylor series about ω`. Termination of the series after the
second term and back-transformation into the time domain yields for the polariza-
tion, in terms of the field envelope:

P̃(3)(t) =
3
8
ε0

χ(3)|Ẽ|2Ẽ+ i
∂χ(3)

∂Ω

∣∣∣∣∣∣
ω`

∂

∂t

(
|Ẽ|2Ẽ

)ei(ω`t−k`z) + c.c. (4.64)

The above expression (4.64) restates once more that a non-zero response time τr

leads to a frequency dependence of the susceptibility. The critical parameter is
the spectral variation of this susceptibility over the frequency range covered by
the pulse spectrum. To study nonlinear propagation problems, the slowly varying
envelope approximation is generally applied to the polarization, as expressed in
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Eq. (4.14). Inserting the expansion (4.64) into the second derivative of the polari-
zation (4.14) and keeping terms up to the first temporal derivative lead to:

i
µ0

k`

d2

dt2 P(3) =

[
−i

n2k`
n0
|Ẽ|2Ẽ−β

∂

∂t

(
|Ẽ|2Ẽ

)
+ ...

]
ei(ω`t−k`z) + c.c. (4.65)

where

β =
n2

c

2− ω`

χ(3)

∂χ(3)

∂Ω

∣∣∣∣∣∣
ω`

 . (4.66)

It should be remembered that the temporal derivative in Eq. (4.65) becomes im-
portant if the light period is not negligibly short compared to the pulse duration.
Equations (4.65) and (4.66) indicate that the first-order correction to the SVEA and
the finite response time of the nonlinear susceptibility (the two summands forming
β) have the same action on pulse propagation. Corrections to the SVEA may also
be important in the spatial (transverse) propagation of the beam as indicated in
Eq. (4.18).

Pulse propagation through transparent media which is affected by SPM and
dispersion has played a key role in fiber optics. For a review we refer to the mono-
graph by Agrawal [42]. In this chapter we will discuss the physics behind SPM and
neglect group velocity dispersion. In Chapter 9 we shall describe effects associated
with the interplay of SPM and group velocity dispersion.

4.5.2 Short samples with instantaneous response

For interaction lengths much shorter than the dispersion length LD, and for an
instantaneous nonlinearity, the wave equation (4.13) with the source term (4.65)
simplifies to

∂

∂z
Ẽ(z, t) = −i

3ω2
`χ

(3)

8c2k`
|Ẽ2|Ẽ = −i

n2k`
n0
|Ẽ|2Ẽ (4.67)

after applying the SVEA to the polarization term. For real χ(3), substituting Ẽ =

Eexp(iϕ) into Eq. (4.67) and separating the real and imaginary parts result in an
equation for the pulse envelope

∂

∂z
E = 0 (4.68)

and for the pulse phase
∂ϕ

∂z
= −

n2k`
n0
|E|2. (4.69)

Obviously the pulse amplitude E is constant in the coordinate system travelling
with the group velocity, that is, the pulse envelope remains unchanged, E(t,z) =
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E(t,0) = E0(t). Taking this into account, we can integrate Eq. (4.69) to obtain for
the phase

ϕ(t,z) = ϕ0(t)−
k`n2

n0
zE2

0(t) (4.70)

which results in a phase modulation given by

∂ϕ

∂t
=

dϕ0

dt
−

n2k`
n0

z
d
dt
E2

0(t). (4.71)

This result can be interpreted as follows. The refractive index change follows the
pulse intensity instantaneously. Thus, different parts of the pulse “feel” different
refractive indices, leading to a phase change across the pulse. Unlike the phase
modulation associated with group velocity dispersion, this self-phase modulation
(SPM) produces new frequency components and broadens the pulse spectrum. To
characterize the SPM it is convenient to introduce a nonlinear interaction length

LNL =
n0

n2k`E2
0m

(4.72)

where E0m is the peak amplitude of the pulse. The quantity z/LNL represents the
maximum phase shift which occurs at the pulse peak, as can be seen from Eq. (4.71).
Figure 4.10 shows some examples of the chirp and spectrum of self-phase modula-
ted pulses. Because n2 is mostly positive far from resonances (see Problem 4 at the

Figure 4.10: Frequency modulation and spectrum of self-phase modulated Gaussian pul-
ses for different propagation lengths z/LNL.

end of this chapter), upchirp occurs in the pulse center. We also see that SPM can
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introduce a considerable spectral broadening. This process as well as some nonli-
near processes of higher order can be used to generate a white light continuum, as
discussed later in this chapter.

For an order of magnitude estimate let us determine the frequency change δω
over the FWHM of a Gaussian pulse. Substituting E0me−2ln2(t/τp)2

for E0(t) in
Eq. (4.71) yields

δωτp =
8ln2
√

2

z
LNL

. (4.73)

For z = LNL the normalized frequency sweep is δωτp ≈ 4. Note that the origi-
nal pulse duration bandwidth product of the unchirped Gaussian input pulse was
∆ωτp ≈ 3.

A pulse can also be phase modulated in the field of a second pulse if both pulses
interact in the medium. The phase of pulse 1 is then determined by

∂ϕ1

∂z
= −

n2k`
n0

(
|Ẽ1|

2 + 2|Ẽ2|
2
)
Ẽ1. (4.74)

This offers the possibility of phase modulating weak pulses by means of a strong
pulse. Both pulses can differ in their wavelength, duration, polarization state, etc..
This process is known as cross phase modulation and has found several interesting
applications [43]. For example, it is possible to transfer information from one pulse
train to another by induced spectral changes [44].

4.5.3 Short samples and non-instantaneous response

For very short pulses and/or a non-instantaneous sample response, the source term
given by Eq. (4.65) with β , 0 must be incorporated in the wave equation. The
pulse propagation is now governed by

∂

∂z
Ẽ+ i

n2k`
n0
|Ẽ|2Ẽ+β

∂

∂t

(
|Ẽ|2Ẽ

)
= 0. (4.75)

Comparison with Eqs. (1.98) and (1.99) suggests that the term with a time deriva-
tive can be interpreted as an intensity dependent group velocity. For β > (<) 0 the
pulse center is expected to travel slower (faster) than the trailing edge. This causes
a steepening of the trailing (leading) edge of the pulse, known as “self-steepening.”
It is similar to the formation of shock waves in acoustics. It is not necessarily as-
sociated with a slow response of the polarization, since β = 2 for ∂χ(3)/∂ω

∣∣∣
ω`

= 0,
from the definition of Eq. (4.66). This shock term can also be identified with the
second term of the right-hand side in Eq. (4.18). One notes that this first order
correction to the SVEA is a loss term, rather than a dispersive term. It can be
interpreted as the energy required to drive the nonlinear index.



216 CHAPTER 4. NEO-CLASSICAL LIGHT–MATTER INTERACTION

To solve Eq. (4.75) we again substitute the complex pulse amplitude by a pro-
duct of an envelope and a phase function to obtain

∂

∂z
E+ 3βE2 ∂

∂t
E = 0 (4.76)

and
∂

∂z
ϕ+βE2 ∂

∂t
ϕ = −

n2k`
n0
E2. (4.77)

The equation for the envelope can be solved independently of the phase equation.
Its solution can formally be written as [45]

E(z, t) = E
(
z = 0, t−3βzE2(t,z)

)
. (4.78)

For a Gaussian input pulse, E0me−(t/τG)2
, we find

E(z, t) = E0m exp

−
[
t−3βzE2(z, t)

τG

]2 , (4.79)

which contains the envelope implicitly. Figure 4.11 shows the pulse envelope for
different values of 3βz/τG. In order to observe the shock pulse with |dE/dt| → ∞,

Figure 4.11: Pulse envelope according to Eq. (4.79) for different values of 3βz/τG.

the shock term in the propagation should dominate other terms such as dispersion
(neglected here for the sake of simplicity). This, for example, is the case for fila-
mentation (self-focusing) in air and is responsible for the associated white light or
“conical emission” (Section 4.6 and 14.2.2).
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The envelope function can be inserted in Eq. (4.77) to obtain an implicit (ana-
lytical) solution for the phase [45], which, however, is rather complex. A numeri-
cal evaluation of the pulse spectrum |F {Ẽ(t,z)}|2 reveals an asymmetric behavior,
which is expected, since we are now dealing with SPM of asymmetric pulses. Such
spectra were reported by Knox et al. [46], for example, as result of SPM of 40 fs
pulses in glass. Rothenberg and Grischkowsky directly measured the steepening of
pulses in propagating through optical glass fibers [47].

It should also be noted that SPM in connection with saturation, which was
discussed earlier, is a particular example of a time dependent sample response.
In the case of saturation, there is a memory effect associated with the change of
occupation numbers, with a characteristic time determined by the corresponding
(energy) relaxation time.

4.5.4 Counter-propagating pulses and third-order susceptibility

In a laser cavity, we may encounter the situation where counter-propagating pul-
ses meet in a nonlinear medium. The standing wave formed at the intersection of
the colliding pulses creates a phase (real third-order susceptibility) or an amplitude
grating (purely imaginary third-order susceptibility, resulting in two-photon ab-
sorption). The grating formed by the nonlinear interaction will diffract each beam
into the direction of the other. As illustrated in Fig. 4.12, the transmitted forward
propagating field (affected by the nonlinear susceptibility) is combined with the
part of the counter-propagating field that is diffracted to the right. Experimentally,
these two contributions being undistinguishable, we observe only the total forward
propagating pulse at the right of the sample as a “transmitted” beam. When the in-
cident counter-propagating intensities are different, it appears as if the medium had
a different transfer function for the forward and backward propagating beams, as
explained below. In what follows we will assume that the medium is much thinner
than the pulse length, d << τpc.

Let us assume two counter-propagating beams Ẽ1 = (1/2)Ẽ1 exp[i(ω`t− kz)]
and Ẽ2 = (1/2)Ẽ2 exp[i(ω`t + kz)]. From Eq. (4.59), we find for the third-order
polarization responsible for phase modulation and two-photon absorption:

P(3) = 3ε0χ
(3)(Ẽ1 + Ẽ2)(Ẽ1 + Ẽ2)∗(Ẽ1 + Ẽ2) + c.c.

= 3ε0χ
(3)

{
|Ẽ1|

2 + |Ẽ2|
2 + Ẽ1Ẽ∗2 + Ẽ∗1Ẽ2

} {
Ẽ1 + Ẽ2

}
+ c.c.

=
3
8
ε0χ

(3)
{(
|Ẽ1|

2 + 2|Ẽ2|
2 + Ẽ1Ẽ

∗
2e−2ik`z

)
Ẽ1ei(ω`t−k`z)

+
(
2|Ẽ1|

2 + |Ẽ2|
2 + Ẽ∗1Ẽ2e2ik`z

)
Ẽ2ei(ω`t+k`z)

}
+ c.c.. (4.80)

We recognize in Eq. (4.80) a forward and a backward propagating field, and two
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Figure 4.12: Geometry of the interaction of counter-propagating pulses in a medium
with a third order nonlinear susceptibility. The standing wave field produces a grating
that diffracts (reflects) the waves. What is observed exiting the sample is the sum of the
transmitted and reflected fields.

terms involving higher order spatial Fourier components. Even in the case of an
homogeneous medium, the terms in exp(±2ikz) lead to a coupling through a higher
order (fifth order) process, which we will neglect. We will see in the exercise at the
end of the chapter that these terms become important if the nonlinear susceptibility
has a periodic structure on the scale of the wavelength. The forward propagating
nonlinear polarization is:

P̃(3)
forward =

1
2
P̃

(3)
1 ei(ω`t−k`z) =

3
8
ε0χ

(3)
(
|Ẽ1|

2 + 2|Ẽ2|
2
)
Ẽ1ei(ω`t−k`z). (4.81)

In the retarded frame of reference, and in the slowly varying envelope approxima-
tion, the field amplitude varies as, cf. Eq.(??):

∂Ẽ1

∂z
= −i

µ0ω`c
2n0

P̃
(3)
1 . (4.82)

Up to this point, no assumption has been made for the complex third order suscep-
tibility, which we will assume to be of the form:

χ(3) = χ(3)
r − iχ(3)

i . (4.83)

The real part of the third order susceptibility leads to the nonlinear index n2 as was
expressed in Eq. (4.63):

n2 =
3χ(3)

r

8n0
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For the case of real χ(3), inserting Eq. (4.81) into Eq. (4.82) results in the following
propagation equation for Ẽ1

∂Ẽ1

∂z
= −i

ω`
c

3
8
χ(3)

r

n0

(
|Ẽ1|

2 + 2|Ẽ2|
2
)
Ẽ1

= −i
ω`
c

n2
(
|Ẽ1|

2 + 2|Ẽ2|
2
)
Ẽ1 = −ikNLẼ1, (4.84)

where kNL represents a nonlinear propagation constant. This equation describes
self- and cross-phase modulation. The factor of 2 in front of |Ẽ2|

2 leads to the
asymmetry in the induced phase mentioned in the introduction if the two counter-
propagating beams have different amplitudes. There is no energy exchange bet-
ween the two beams in case of a real susceptibility χ(3).

Case of two-photon absorption The imaginary part of the third order suscep-
tibility is responsible for two-photon absorption. For purely imaginary χ(3) the
propagation equation for the pulse amplitude becomes

∂Ẽ1

∂z
= −

ω`
c

3
8
χ(3)

i

n0

(
|Ẽ1|

2 + 2|Ẽ2|
2
)
Ẽ1 = −

β2

2

(
|Ẽ1|

2 + 2|Ẽ2|
2
)
Ẽ1, (4.85)

which leads to the definition of the two-photon absorption coefficient β2:

β2 =
3
4
ω`
cn0

χ(3)
i . (4.86)

In terms of intensities, the expression for the attenuation of beam 1 in presence of
beam 2 is:

dI1

dz
= −β2 (I1 + 2I2) I1. (4.87)

Again, it is only when the two counter-propagating beams have equal intensity that
the relative attenuation of both beams is equal.

4.6 Continuum generation

One of the most impressive (and simplest) experiments with ultrashort light pulses
is the generation of a white light continuum. At the same time continuum genera-
tion with laser pulses is one of the most complex and difficult-to-analyze processes
as it combines spatial and temporal effects and their interplay. This is one reason
while the spectral supercontinuum has remained an area of active theoretical and
experimental research until today. For reviews on this subject see [48], and the
special issue [49] for a summary of recent research.
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Provided the pulse is powerful enough, focusing into a transparent material re-
sults in a substantial spectral broadening. The output pulse appears on a sheet of
paper as a white light flash, even if the exciting pulse is in the near IR or near UV
spectral range. This is often accompanied by colors distributed in rings. Conti-
nuum generation was first discovered with ps pulses by Alfano and Shapiro [50]
and has since been applied to numerous experiments. One of the most attractive
fields of application is time-resolved spectroscopy, where the continuum pulse is
used as an ultrafast spectral probe.

Spectral super-broadening was observed in many different (preferably trans-
parent) materials including liquids, solids, and gases. Essential processes contri-
buting to the continuum generation are common to all. Figure 4.13 shows as an
example a white light continuum generated in a solid with near IR fs pulses [51]
and in gas with UV fs pulses [52]. As can be seen, the continuum does not have
a “flat” uniform spectrum. A broad palette of fs laser sources is still desirable to
create a continuum with a maximum energy concentration in any particular wa-
velength range. Continuum generation is a rather complex issue which involves
changes in the temporal and spatial beam characteristics. With fs pulses, the do-

Figure 4.13: Femtosecond spectral super-broadening. (a) In a 0.5-mm CaF2 sample with
20 fs pulses at 800 nm (adapted from [51]). (b) In a 60 cm long Ar cell (40 atm). The
pump pulses (4 mJ, 308 nm, 160 fs) were focused with a 50 cm lens (from [52]).

minant process and the starting mechanism leading to spectral super-broadening is
SPM due to an intensity dependent refractive index. However, a number of other
nonlinear effects play a role as well. The interplay of self-focusing (see Section ??)
and various nonlinear processes make the exact treatment of the continuum genera-
tion with short pulses extremely complex. Indeed, an inspection of Fig. 4.13 shows
that the spectral features cannot be explained by the action of SPM alone. Other
nonlinear effects that are likely to contribute are parametric four-wave mixing and
Raman scattering. The strong anti-Stokes component visible in Fig. 4.13 is likely
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due to multi-photon excitation of the dielectric material followed by avalanche io-
nization [53]. The resulting electron plasma in the conduction band produces a fast
rise of a negative refractive index component that can explain the dominant bro-
adening toward the shorter wavelengths. As will be explained in the next section
SPM is associated with self-focusing leading to extremely high intensities where
the beam collapses. It is at this point where the continuum generating nonlinear
processes are most effective.

The continuum pulse at the sample output is chirped. This is due to the time
dependence of the nonlinear optical processes, which produces various spectral
components at different parts within the pulse. Another origin of chirp is the pro-
pagation of the generated continuum from the point of beam collapse through the
medium, and all optical elements (including the path through air) leading to the
detector. The chirp of the continuum was measured by fs frequency-domain inter-
ferometry [54] and transient-grating diffraction [51] for example. The dispersive
processes account for most of the chirp of the continuum for pulses < 50 fs. This
is illustrated in Fig. 4.14.
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Figure 4.14: Spatio-temporal distribution of a fs white-light continuum after propagation
through 1 m air (640 Torr). Solid line: dispersion expected from the 1 m path through the
atmosphere, dotted line: atmospheric path and 0.11 mm of CaF2 (the distance from the
beam collapse to the exit face of the crystal). (adapted from [51]).

Sending the continuum pulse through a proper element with group velocity dis-
persion can result in pulse compression (see Chapter 9). The “ideal” fs continuum
pulse is thus a nearly bandwidth-limited fs pulse which is considerably shorter than
the original pump pulse. Such continuum pulses enabled optical spectroscopy with
time resolution better than 10 fs [55, 56].
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Traditionally continua were generated in bulk materials with amplified fs pul-
ses. Dispersion and the associated pulse broadening together with the finite propa-
gation length until beam collapse limited the effective material length. This chan-
ged with the introduction of microstructured fibers [57] and tapered fibers [58].
These fibers either shift the wavelength of zero dispersion to regions were fs os-
cillator pulses were readily available and/or reduce the dispersion while increasing
the nonlinearity. Because of the possible large propagation lengths at constant
beam diameter (guided modes) the overall nonlinear interaction length can be gre-
atly increased, which allowed the generation of continua with nJ and sub-nJ pulses
directly from oscillators, and even using cw light (e.g., [59]). Using pulses directly
from Ti:sapphire oscillators, continua covering almost two decades from ≈ 380 nm
to 1600 nm were obtained.

An interesting application of the continuum is in metrology. Under certain cir-
cumstances, that will be discussed in Chapter 6, the continuum extends the regular
mode structure of a mode-locked laser, making it possible to perform frequency
mixing experiments over more than one octave in frequency.

4.7 Self-focusing

The nonlinearities of a medium affect both the temporal and spatial dependence
of the electric field of the light. In the previous sections we have avoided this
difficulty by assuming a uniform beam profile or neglecting nonlinear space-time
coupling effects. However, any nonlinear interaction strong enough to affect the
pulse temporal profile will also affect its transverse profile. One example is second
harmonic generation, slightly off-exact phase matching condition (large nonlinear
phase shifts), or at large conversion efficiencies. As sketched in the inset of Fig. 4.2,
an initially Gaussian temporal profile will be depleted predominantly in the center,
resulting in a flattened shape. The same interaction will also transform an initially
Gaussian beam into a profile with a flat top.

In this section we will consider as an important example the problem of self-
focusing. The intensity dependent index of refraction causes an initially collimated
beam to become focused in a medium with n2 > 0. It is the same intensity depen-
dence of the refractive index that causes self-phase modulation of a fs pulse, as we
have seen in the previous section.

4.7.1 Critical power

The action of a nonuniform intensity distribution across the beam profile on a non-
linear refractive index results in a transverse variation of the index of refraction,
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leading either to focusing or defocusing. Let us assume a cw beam with a Gaussian
profile I = I0 exp

(
−2r2/w2

)
, and a positive n̄2, as is typical for a nonresonant elec-

tronic nonlinearity. The refractive index decreases monotonically from the beam
center with increasing radial coordinate. One can define a “self-trapping” power
Pcr,1 as the power for which the wavefront curvature (on axis) due to diffraction
is exactly compensated by the change in the wavefront curvature due to the self-
lensing over a small propagation distance ∆z. We assume that the waist of the
Gaussian beam is at the input boundary of the nonlinear medium (z = 0). Within
the paraxial approximation, diffraction results in a spherical curvature of the wa-
vefront at a small distance ∆z from the beam waist:

ϕdiff(∆z) = −
k`∆z
2ρ2

0

r2, (4.88)

where ρ0 is the Rayleigh range. This result is obtained by approximating 1/R ≈
∆z/ρ2

0 in Eq. (1.218). The action of the nonlinear refractive index results in a radial
dependence of the phase after a propagation distance ∆z:

ϕsf(r,∆z) = −n̄2
2π
λ

∆zI0e−(2r2/w2
0) ≈ −n̄2

2π
λ`

∆zI0

1−2
r2

w2
0

 , (4.89)

where the last equation is an approximation of the wavefront near the beam center.
This equation follows from Eq. (4.70) after replacing n2E

2
0 by n̄2I(r). The input

beam has the critical power Pcr,1 =
∫

2πrI(r)dr when the radial parts of Eqs. (4.88)
and (4.89) compensate each other:

Pcr,1 = I0
πw2

0

2
=

λ2

8πn0n̄2
(4.90)

where we have made use of ρ0 = πw2
0n0/λ. One says that the beam is “self-trapped”

because neither diffraction nor focusing seems to occur. This value of critical po-
wer is also derived by Marburger [60] by noting that the propagation equation is
equivalent to that describing a particle moving in a one-dimensional potential. The
condition for which the potential is “attractive” (leads to focusing solutions) is
P ≥ Pcr,1. One can define another critical power Pcr,2 as the power for which the
phase factor on axis of the Gaussian beam, arctan(z/ρ0), exactly compensates the
nonlinear phase shift n̄2I0:

Pcr,2 =
λ2
`

4πn0n̄2
. (4.91)

This second value of the critical power is also obtained by assuming that the beam
profile remains Gaussian, and deriving an expression for “scale factor” f (z) =
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w(z)/w0 [61, 62] as a function of distance z. The function f (z) reaches zero af-
ter a finite distance if the power exceeds the value Pcr,2.

Another common approach to defining a “self trapping” power is to approxi-
mate the radial beam profile by a flat top of diameter d [2]. The refractive index
inside the tube of diameter d is n = n0 + n̄2I0. The critical angle for total internal
reflection, α, is determined by sinα = n0/(n0 + n̄2I0). The beam is trapped inside
the tube if the diffraction angle θd ≈ 1.22λ/(2n0d) is equal to θcr = π/2−α. From
this condition and using the fact that n̄2I0 << n0 one can derive the critical power
Pcr,3 = I0πd2/4:

Pcr,3 =
(1.22)2πλ2

`

32n0n̄2
(4.92)

These three approaches, summarized in Table 4.5, define a critical power of the
form:

Pcr = a
λ2
`

n0n̄2
(4.93)

phase on axis wavefront curv. waveguide

2π
λ`

n̄2I0z = arctan z
ρ0

2π
λ`

n̄2I0 = −
k`r2

2R θcr = θd

Pcr = 1
4π

λ2
`

n0n̄2
Pcr = 1

8π
λ2
`

n0n̄2
Pcr =

(1.22)2π
32

λ2
`

n0n̄2

Table 4.5: Three approaches to defining a critical power for self-focusing. They differ by
the coefficient a in Eq. (4.93).

The point of agreement between these different definition is the existence of a
critical power rather than a critical intensity. This result is not surprising, since,
for a given power, both the diffraction to be compensated and the lensing effect
(nonlinear index) are inversely proportional to the beam diameter. It is not pos-
sible without numerical calculation to predict exactly the evolution of the beam
at powers close to any of these “critical powers”. The Gaussian characteristic of
the beam will be altered. Only numerical calculation can determine the fate of the
beam over long propagation distances. Calculations made in steady state conditi-
ons have demonstrated the existence of a critical power Pcr ≈ 3.77Pcr,1 ≈ 1.03Pcr,2,
corresponding to the value of a ≈ 0.142 in Eq. (4.93) [60].

A laser beam whose power exceeds the critical power reaches a focus after a
finite propagation distance – the self-focusing length zS F . Even for cw beams the
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exact treatment of beam propagation in an n2 medium can only be done numeri-
cally. According to such a simulation

zS F ≈
0.183ρ0√

(
√

P/Pcr −0.852)2−0.0219
(4.94)

see, for example, ref. [60]. Here ρ0 is the Rayleigh range of the original beam
assumed to have a beam waist at the sample input.

With some restrictive assumptions one can derive an approximate self-focusing
length analytically, which shows a similar structure as Eq. (4.94). We will sketch
this approach at the end of Section 4.8.1.

4.7.2 The nonlinear Schrödinger equation

Let us consider the propagation of a laser beam along the direction z, in a medium
characterized by a linear index of refraction n, a third order nonlinear polarization,
and a linear loss/gain coefficient α [cf. Eq. (4.62)]. The nonlinear polarization

P̃(3)
NL =

3
8
ε0χ

(3)|Ẽ|2Ẽei(ω`t−kz). (4.95)

is to be substituted into the wave equation (1.78), with the field given by Eq (1.94).
If we assume a steady state condition (no time dependence) the equation describing
the spatial dependence of the electric field is: ∂∂z

+
i

2k`

(
∂2

∂x2 +
∂2

∂y2

)
+ i

3ω2
`

8c2k`
χ(3)|E|2−

α

2

 Ẽ = 0 (4.96)

The prefactor in front of the nonlinear term can also be written as 3ω2
`χ

(3)/(8c2k`) =

n2k`/n0. One recognizes in Eq. (4.96) a three-dimensional generalization of the
nonlinear Schrödinger equation [63]:

i
∂ψ

∂z
−a

∂2ψ

∂x2 −b|ψ|2ψ+ cψ = 0. (4.97)

The last term of Eq. (4.96) is a linear gain or absorption associated with the imagi-
nary part of the linear index of refraction. In one dimension, these equations were
shown by Zakharov and Shabat [64] to have steady state solutions labeled “soli-
tons”. These solitons correspond to a balance between the self-focusing and the
diffraction. The physical reality is however more complex than can be included in
the nonlinear Schrödinger Eq. (4.97). Indeed, once the nonlinearity exceeds the
threshold to overcome diffraction, the beam collapses to a point (see next section).
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In order to obtain a dynamically stable solution in the transverse dimension, it is
necessary to include a higher order nonlinearity in the polarization to prevent this
collapse, as demonstrated below.

If we consider a short pulse propagating as a plane wave through an infinite
medium with the nonlinear polarization of Eq. (4.95), the temporal evolution of
the field is given by a similar nonlinear Schrödinger equation:[

∂

∂z
−

ik′′

2
∂2

∂t2 + i
n2k`
n0
|E|2−

α

2

]
Ẽ = 0, (4.98)

where the independent variables are now z and t. The soliton solution to Eq. (4.98)
results from a balance between dispersion and self-phase modulation caused by the
nonlinear polarization. The condition for the existence of a temporal soliton is that
(anomalous) dispersion ik′′

2
∂2

∂t2 balances self-temporal-lensing (positive self-phase
modulation) in2k`

n0
|E|2Ẽ. Normal dispersion and a negative self-phase modulation

can also lead to soliton solutions [65]. A more detailed discussion of solitons is
given in Chapter 5, Section 5.5.

4.8 Beam trapping and filaments

Once the beam power is sufficient for self-focusing to overcome diffraction, the
beam collapses to a point. In general, after the beam has collapsed, it diffracts.
However, numerous experiments have shown self-guiding of high peak power in-
frared femtosecond pulses through the atmosphere [66–70]. Similar observations
were made in the UV [71, 72]. After reaching the focus, the light appeared to trap
itself in self-induced waveguides or “filaments” of the order of 100 µm diameter.
Before addressing problems specific to ultrashort pulses we will discuss a steady
state model to illustrate the possibility of beam self-trapping.

4.8.1 Beam trapping

We start with the time-free wave equation[
∂

∂z
+

i
2k`

(
∂2

∂x2 +
∂2

∂y2

)]
Ẽ(x,y,z) = −ikNLẼ(x,y,z). (4.99)

For the nonlinear propagation constant on the right-hand side we assume a nonli-
near refractive index due to a Kerr nonlinearity and a contribution of next order.

kNL =
ω`
c

(
n2|Ẽ|

2 + n3|Ẽ|
3
)

(4.100)
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A physical system that can give rise to a negative n3 will be introduced later. A
general solution to Eq. (4.99) is only possible by numerical means. To illustrate the
possibility of beam trapping we will analyze the term on the right hand side of the
wave equation near in the vicinity of the beam center. Assuming a Gaussian beam
profile, Ẽ = E0(w0/w)exp

(
−r2/w2

)
), over a propagation distance ∆z, the medium

introduces a phase factor

φNL(r) = kNL∆z =
ω`
c

n2
E2

0w2
0

w2 e−2r2/w2
+ n3
E3

0w3
0

w3 e−3r2/w2

∆z. (4.101)

The curvature of the r dependent phase on axis determines the focusing characteris-
tics of a slice of thickness ∆z. For n3 = 0 this is the phase factor that was discussed
in Section 4.7.1 and was found responsible for self-focusing. The curvature of the
phase term in the vicinity of the beam center is

d2

dr2φNL(r)

∣∣∣∣∣∣
r≈0

= −Q
[
1 +E0w0

(
n3

wn2

)]
(4.102)

where Q = 4ω`n2Ẽ
2
0w2

0∆z/(cw4). For n2 > 0 as is the case in most materials and
n3 < 0 we have the situation that the term in brackets can change sign depending
on the ratio n3/(n2w) for given input beam (Ẽ0w0). For n2w > (<)n3 the material
will act like a positive (negative) lens. A positive lens tends to decrease w upon
propagation until at some point the sign of the phase term reverses leading to ne-
gative lensing. This in turn increases w until the process is reversed again. This
suggests the possibility of a periodically changing beam diameter (trapped beam)
even if diffraction is included. The effect of the latter is that the phase curvature
should have a certain positive value depending on w before the beam actually con-
tracts. Similar beam trapping can be expected from contributions that are of order
m > 2 if the sign of nm is negative. The nonlinear refractive indices have their ori-
gin in nonlinear susceptibilities of order m + 1. The Kerr effect, χ(3) producing a
nonlinear index n2, is one example, which we discussed in detail before.

Let us know briefly describe a physical system that can produce a negative n3.
Let us assume that the beam propagates through a gas that can be ionized by a
three-photon absorption. The free electrons (density Ne) can recombine with the
positive ions and a steady state will be reached.

d
dt

Ne = σ(3)|Ẽ|6N0−βepN2
e = 0 (4.103)

Here σ(3) is a 3-photon absorption cross section, N0 is the number density of atoms,
and βep is the two-body recombination constant. From Eq. (4.103) we can obtain
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the steady-state density of free electrons as a function of the laser field

Neq =

√
σ(3)N0

βep
|Ẽ|3. (4.104)

The (small) change of the refractive index ∆ñ associated with the laser generated
free electrons can be estimated with the Drude model:

ñ2 = (1 +∆ñ)2 ≈ 1 + 2∆ñ = 1 +
ω2

p

ω2
`

(
1− i

γ

ω`

)
. (4.105)

where ω2
p = N2

eqe2/(mε0) is the plasma frequency and γ is the dephasing rate de-
termined by collisions. With the equilibrium electron density from Eq. (4.104) the
change of the refractive index becomes:

∆ñ =

√
σ(3)N0

βep

e2

2ω2
`
mε0

(
1− i

γ

ω`

)
|Ẽ|3. (4.106)

The index change is complex: the imaginary part accounts for free-electron ab-
sorption, the real part determines the nonlinear index n3 used in Eq. (4.100).

Numerical solutions of Eq. (4.99) with the nonlinear k-vector (4.100) and n3
due to three-photon ionization [73] show several features that are very similar to
those observed with fs filamented pulses. The power loss with distance plotted in
Fig. 4.15 is remarkably low, after an initial drop. The explanation for the low losses
can be found in the plot of electron density and beam size w(z) of Fig. 4.15. As the
beam size decreases towards its minimum value wmin, the electron density reaches
a peak, before falling back to an insignificant value as the beam expands. The beam
waist w appears to “ricochet” at every period on the minimum value. In most cases,
the loss mechanism is effective only for a small fraction of the period of oscillation
of the beam. The loss decreases with distance because that fraction of period spent
at the shortest dimension w decreases with distance. This phenomenon is the steady
state analogue of “dynamic replenishment” observed for fs filaments in numerical
simulations by Mlejnek et al. [74].

Equation (4.99) with an n2 nonlinearity allows one to derive an approximate
expression for the self-focusing length zS F , see for example [5]. To this end we
insert the ansatz of a Gaussian beam profile

Ẽ = E0[w0/w(z)]exp
(
−r2/w(z)2

)
and assume that the Gaussian beam shape is maintained throughout the propagation
(focusing). The beam waist w0 is at the sample input (z = 0). Within the frame of



4.8. BEAM TRAPPING AND FILAMENTS 229

0 500 1000 1500 2000 2500

10

20

30

40

50

60

P
o
w

er
 (

M
W

)

Propagation distance (m)

500 510 520 530 540 550
0.0

0.1

0.2

0.3

0.4-4

1013B
ea

m
 s

iz
e 

(m
m

)

Propagation distance (m)

el
ec

tr
o
n
 d

en
si

ty
 (

cm
-3

)

1014

1015

Figure 4.15: Numerical simulation of the nonlinear propagation of a 60 MW cw Gaussian
UV (250 nm) beam in air. Left - plot of beam power versus distance. Right - beam size
and electron density versus propagation distance [73].

paraxial optics we approximate the nonlinear term by

n2|Ẽ|
2 ≈ n2E

2
0

w2
0

w2(z)

[
1−2

r2

w2(z)

]
. (4.107)

Sorting the powers of r and setting the prefactors to zero results in a second-order
differential equation for the beam waist:

d2

dz2 w(z) = −
4
k2
`

(
P

Pcr
−1

)
1

w3(z)
, (4.108)

where P is the (constant) beam power and Pcr is the critical power defined as Pcr,1
in Eq. (4.90). The solution to this differential equation is

w2(z) = w2
0−

w2
0

ρ2
0

(
P

Pcr
−1

)
z2 (4.109)

where ρ0 = kw2
0/2 is the Rayleigh range. Provided that P > Pcr, the beam collapses

at a distance equal to the self-focusing length z = zS F , where

zS F =
ρ0

√
P/Pcr −1

. (4.110)

4.8.2 Ultra-short pulse self focusing

An exact treatment of short-pulse self focusing is very complex as it involves the
inclusion of many different nonlinear effects combined with propagation effects.
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The general approach is to start with Eq. (4.18) and specify the nonlinear polariza-
tion of the material in which the pulse propagates. For example, by specifying the
nonlinear polarization as the Kerr effect and the Raman effect, one arrives at a ge-
neralized nonlinear Schödinger equation often used to describe pulse propagation
in fibers and in bulk materials leading to filaments:

∂Ẽ

∂z
=

α0

2
Ẽ+ iD̂−

i
2k`

(
1−

i
ω`

∂

∂z

)−1

∇2
⊥Ẽ

− iγ(1− fR)
(
1−

i
ω`

∂

∂t

)
|Ẽ|2Ẽ

+ iγ fR

[
1−

i
ω`

∂

∂t

]{
Ẽ

∫ ∞

0
hR(t′)|Ẽ(t− t′)|2dt′

}
(4.111)

where fR indicates the fraction of the nonlinearity that is a delayed Raman contribu-
tion, as opposed to the “instantaneous” electronic contribution. γ = πn̄2n0/(377λ)
is the effective nonlinearity. The Raman response function is given by hR(t). When
applied to fibers [42], the transverse Laplacian term is no longer relevant.

Numerical solutions of Eq. (4.111) exist for different propagation problems
(material parameters), see for example refs. [74–81]. The results vary due to the
complexity of the equation and the fact that some of the material parameters in
Eq. (4.111) are not well known. Comparison of the numerical results with experi-
ments is hampered by the difficulties encountered when measuring the parameters
of the propagating pulse and the filaments. We will discuss some of the properties
of self-focusing associated with short pulses and leading to filaments in more detail
in Chapter 14.

4.9 Problems

1. Verify the temporal behavior of the polarization and occupation number as
given in Eqs. (??) and (??).

2. Estimate the absolute value of the refractive index change at a frequency
off resonance by ∆ωF/2 which is caused by saturation of a homogeneously
broadened, absorbing transition with Lorentzian profile. The change in the
absorption at resonance at the pulse center was measured to be 50%. The
pulse duration τp is much larger than the energy relaxation time T1. The
small signal absorption coefficient is α0.

3. Show that the nonlinear refractive index coefficient is related to the third-
order susceptibility through n2 = 3χ(3)/(8n0) [cf. Eq. (4.63)].
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4. Starting from the density matrix equations of a two-level system, find an
approximate expression for n2 which is valid for ω` far from a single reso-
nance. In particular, comment on the statement following Eq. (4.72) that n2
is mostly positive.

5. Chirp enhancement through parametric interaction provides an interesting
possibility to compress pulses. To illustrate this, let us consider the follo-
wing simplified model. An initially unchirped Gaussian pulse is sent through
a group velocity dispersive element, e.g., a block of glass of length L and
GVD parameter k′′, leading to linearly chirped output pulses (chirp parame-
ter a). This pulse now serves as a pump in a parametric process producing
a (Gaussian) output pulse of the same duration but with an increased chirp
parameter (of opposite sign), a′ = −Ra. A second piece of glass of suitable
length can be used to compress this pulse. Calculate the total compression
factor in terms of L and R. Note that this configuration would allow us
to control the achievable compression factor simply by changing the group
velocity dispersion (e.g., L) of the first linear element that controls the initial
chirp.

6. Consider the situation of Section 4.5.4 relating to the interaction of two
counter-propagating pulses in a nonlinear medium characterized by a third
order nonlinear susceptibility χ(3). The purpose of this problem is to compare
the counter-propagating interaction in the case of the homogeneous medium
with the case of a set of Multiple Quantum Wells (MQW’s) separated by a
wavelength, as sketched in Fig. 4.16.

For the homogeneous medium, the nonlinear susceptibility is uniform and
equal to χ(3). The stratified medium is assumed to be made of N (infinitely
thin) quantum wells separated by half a wavelength, each quantum well ha-
ving a susceptibility χ(3)δ(kz− jπ)/N. The medium susceptibility χ(NL) can
thus be represented by:

χ(NL)(z) =

N∑
j=1

χ(3)

N
δ(kz− jπ) (4.112)

Insert this susceptibility in Eq. (4.80), and average (integrate) over the thickness
of the medium, to find an average third-order polarization. Show that the
coupling term in this polarization, which in an homogenous medium would
average to zero, has now a contribution of the same order as the other terms.

It is interesting to contrast the result from the MQW with that of the homo-
geneous medium. First, the nonlinear polarization is larger in the case of
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Figure 4.16: Geometry of counter-propagating wave interaction in a medium with a
third order nonlinear susceptibility concentrated in quantum wells. We assume the spacing
between quantum wells to have a negligible nonlinear susceptibility. The quantum wells
are located at the antinodes of the standing wave field, resulting in a maximum interaction
between the nonlinear medium and the light field.

the MQW sample: if the fields are equal, P(3)
1 = 4ε0χ

(3)|E2
1|E1 to be compa-

red with P(3)
1 = 3ε0χ

(3)|E2
1|E1 in the homogeneous case. Second, the “non-

reciprocity” due to cross phase modulation which appears in the homogene-
ous case, is not present in the MQW geometry. Show that, for the change in
index, instead of ∆nnl = n2(Ẽ2

1 + 2Ẽ2
2) for the forward beam, in the homoge-

neous case — a consequence of Eq. (4.84) —, we have

∆nnl = n2
(
Ẽ2

1 + Ẽ2
2 + 2E1E2

)
=

3χ(3)

8n0

(
Ẽ2

1 + Ẽ2
2 + 2E1E2

)
, (4.113)

an expression that is the same for both directions of propagation. This is
basically a result from the fact that the emission of layers of dipoles (spaced
by a wavelength) in the forward and backward directions is equal [82].
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Chapter 5

Semi-quantum Light-matter
Interaction

5.1 Short review of Quantum Mechanics

The purpose of this chapter is not to be a complete course in quantum mechanics,
but to provide some “scientific literacy” to the experimentalist to gain understan-
ding of the extensive work that has been made in quantum related ultrashort pulse
phenomena.

5.1.1 Wigner distribution and particle-wave duality

We have seen in Chapter 1, Section 1.1.5 that the time bandwidth product is always
larger or equal to 1/2 if the pulse durations are defined as the second moment of the
field [Eq. (1.65)]. The same applies to the conjugate variables of space and spatial
frequency [Eq. (1.64)]. The equalities apply exclusively to the Gaussian shaped
field. The leap to the Heisenberg uncertainty relation involves only introducing
wave-particle duality. To a particle of energy W corresponds a wave of frequency
ω = W/~, hence a bandwidth 〈Ω2〉 =

〈W2〉

~2 . From this and Eq. (1.65) result the basic
energy-time uncertainty:

〈t2〉〈W2〉 ≥
~2

4
. (5.1)

Similarly in space, to a particle with momentum p corresponds a wave with mo-
mentum ~k, hence a bandwidth 〈k2〉 =

〈p2〉

~2 . From this and Eq. (1.64) result the
basic momentum-space uncertainty:

〈x2〉〈p2〉 ≥
~2

4
. (5.2)

239



240 CHAPTER 5. SEMI-QUANTUM LIGHT-MATTER INTERACTION

5.1.2 Uncertainty principle applied to interferometers

The passive interferometer

Figure 5.1: Estimating the quan-
tum limit of a Michelson termina-
ted by a free moving mass m

We can easily apply the latter uncertainty prin-
ciple to estimate a lower limit of the resolution
achievable by a Michelson interferometer termi-
nated by a free mass m [1], assuming all other
components perfectly rigid (Fig. 5.1). From the
uncertainty relation (5.2) we have: ∆pmin = ~

2∆x ,
which, over a measurement time τ, leads to a
contribution to ∆x(τ) of: ∆x(τ) =

∆p
m ×τ→

~
2∆x ×

τ
m , From which we extract the minimum fluctua-
tion:

∆x(τ) =

√
~τ

2m
. (5.3)

This is the minimum position uncertainty for a free moving mass m for a measure-
ment time τ, hence a lower limit of the resolution of a Michelson.

The active interferometer

The same approach can be applied to the corresponding active-Michelson (intraca-
vity phase interferometer as described in [2]) to estimate a lower resolution limit.
In the passive interferometer we want to minimize the uncertainty in the number of
photons leaking through the detection port when the interferometer is resonant. In
the active interferometer instead, it is directly the phase difference per cavity round-
trip that is measured or a frequency ∆ν = ν`

∆(L)
L , where ∆L is the length difference

between the two branches of the interferometer, and ν` = 2πω` is the optical fre-
quency.

Figure 5.2: Estimating the quan-
tum limit of active Michelson [2]
terminated by a free moving mass m

Since the minimum measurement time is one
period of measured signal or τ = 1/∆ν, using
the result of the previous section for ∆x:

∆ν = ν`
∆x
2L

= νopt
1

2L

√
~

2m∆ν
(5.4)

from which we extract the uncertainty in beat
frequency ∆ν:

∆ν =

(νopt

2L

)2/3
(
~

2m

)1/3

. (5.5)

Taking ν` = 1015 Hz, m = 1 kg in a L = 1 m laser cavity leads to ∆ν = 0.025
Hz, close to measurements performed with unstabilized lasers [3]. Both Eqs (5.3)
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and (5.5) refer to a quantum limit in the absence of photons. An estimate of the
photon noise contribution will be given in Section 5.8.3.

5.1.3 The ubiquitous Schrödinger equation

Particle-wave duality can also be invoked to justify a wave equation, with a wave
ψ(x, t) propagating in time and space. Differentiation with respect to t corresponds
to multiplication by iω,

iωψ ≡
∂ψ

∂t
. (5.6)

Similarly, differentiation with respect to x implies multiplication by −ik, hence

−k2ψ ≡
∂2ψ

∂x2 .

Expressing the energy as a function of the momentum,

~ω ≡
p2

2m
≡
~2k2

2m
,

and combining with Eq. (5.6) leads directly to Schrödinger’s equation:

i~
∂ψ

∂t
=
~2k2

2m
ψ = −

~2

2m
∂2ψ

∂x2 . (5.7)

More generally in 3 dimensions and including a potential V:

i~
∂ψ

∂t
= −
~2

2m
∇2ψ+ V(~r). (5.8)

The Schrödinger equation is adapted at many sauces, partly fashion, partly to
take advantage of the extensive study of this type of equation. For instance, a huge
number of phenomena can be represented by a system of N equations of the form
(only two equations are considered here):

d
dt

(
Ẽ1
Ẽ2

)
=

(
r̃11 r̃12
r̃21 r̃22

)(
Ẽ1
Ẽ2

)
= ||R|| · ||E||. (5.9)

Multiplying left and right by i~ leads to i~ d
dt ||E|| = i~||R|| · ||E||. Substituting ψ = ||E||

and H = i~||R|| and we are back to the Schrödinger equation:

i~
∂ψ

∂t
= Hψ.

There are a lot of mathematical analysis, and numerous analytical and numerical
methods to solve for the eigenvalues and eigenfunctions of this equation. The ei-
genvalues are real if H is Hermitian. The energy is conserved if H is anti-Hermitian.
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Figure 5.3: Quantum physics is the fashion!

Even Maxwells equations are converted to Schrödinger’s

For a stationary field, the one dimensional Maxwell’s propagation equation in the
SVEA approximation reduces to:

−2ik
∂E

∂z
+
∂2E

∂x2 =
µ0ωc

2
P. (5.10)

Taking P = εrε0E and re-arranging the terms:

∂E

∂z
=

1
2k
∂2E

∂x2 + V(x)E =
1
2k
∂2E

∂x2 +
ω

2c
εE =

1
2k
∂2E

∂x2 + k[εrr(x) + iεri(x)]E. (5.11)

This is indeed of the form of:
i
∂ψ

∂z
= Hψ.

5.2 Hermitian versus non-Hermitian “interlude”

There is a point in trying to model various phenomena in the form of Schrödinger
equations: there has been extensive studies on how different types of solutions
to these equations correlate with properties of the Hamiltonian. A considerable
amount of classical optical problems have exploited the wealth of basic information
of quantum operators. This justifies including the present section outlining basic
properties of the Hamiltonian.

The standard approach to solve Schrödinger-like equations is to look for ei-
genvalues and eigenfunctions. One of the first postulates of quantum mechanics
that students are taught is that all operators must be Hermitian. That is, if Â is
some operator, then Â = Â†, where † is the conjugate transpose. The reason for
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this restriction is simply that these operators correspond to physical observables
which therefore must be real. It is a common linear algebra exercise to show that
Hermitian matrices always have real eigenvalues.

Theorem 1. All Hermitian operators have real eigenvalues

Proof. If |ψ〉 is an eigenvector of the operator Â with eigenvalue a then,

Â |ψ〉 = a |ψ〉

〈ψ|Â|ψ〉 = 〈ψ|a|ψ〉

= a 〈ψ|ψ〉 . (5.12)

Similarly,

〈ψ|Â|ψ〉† = 〈ψ|a|ψ〉†

〈ψ|Â†|ψ〉 = a∗ 〈ψ|ψ〉 . (5.13)

Since Â is Hermitian, Â = Â†, which leads to the conclusion that (5.12)=(5.13).
Thus, a = a∗, which is only true if a is real. �

Other useful properties of Hermitian operators include that they conserve pro-
bability through unitary transformations, U = eiÂ, and they force an orthonormal
basis since their eigenvectors are orthogonal. These seem to be common sense re-
quirements of any operator since any useful theorem should include observables
(real eigenvalues), conserve energy (unitary transformations), and create a reaso-
nable space to make calculations (orthogonal eigenvectors).

In 1998, however, Carl Bender showed that some non-Hermitian Hamiltonians
(energy operators) can still result in real eigenvalues if they are invariant under
parity and time inversion (referred to as PT -symmetry) [4]. In fact, they went on
to claim that PT -symmetry is actually the broader requirement of operators i.e.
that every Hermitian operator is PT -symmetric.

To make this more concrete, consider the non-Hermitian Hamiltonian used
in [4],

Ĥ = p̂2 + x̂2(ix̂). (5.14)

Inverting space (parity) changes the sign of the momentum and space operators
such that the parity operator induces the change,

P̂ : p̂→− p̂ and x̂→−x̂. (5.15)

Inverting time leaves the space operator as is, but negates the imaginary unit, which
also causes the momentum operator to flip sign so that the time inversion operator
causes,

T̂ : p̂→− p̂ and i→−i. (5.16)
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With these rules it follows that the Hamiltonian of Eq. (5.14) is PT -symmetric
since,

P̂T̂ Ĥ = (−p̂)2 + (−x̂)2(−i)(−x̂) = p̂2 + x̂2(ix̂) = Ĥ. (5.17)

The Hamiltonian of Eq. (5.14) has been shown by Carl Bender [4] to have
purely real eigenvalues, which led to the conclusion that operator Hermiticity is a
sufficient but not necessary requirement for quantum mechanical operators. This
has birthed the field of Non-Hermitian quantum mechanics, which has been called
an analytic continuation of Hermitian quantum mechanics in the same manner that
Ĥ = p̂2 + x̂2(ix̂) is a continuation of the Hermitian harmonic oscillator Hamiltonian
Ĥ = p̂2 + x̂2 into the complex plane.

In order to show that any PT -symmetric Hamiltonian has real eigenvalues, a
few definitions must be made. First, inverting space and time twice should leave
the system unchanged,

(P̂T̂ )2 = 1. (5.18)

Second, if a Hamiltonian is PT -symmetric, then it must commute with the P̂T̂
operator,

[Ĥ, P̂T̂ ] = 0. (5.19)

Last, Ĥ and P̂T̂ operate in the same space. In other words, every eigenfunction of
Ĥ is also an eigenfunction of P̂T̂ ,

if Ĥ |φ〉 = E |φ〉 then P̂T̂ |φ〉 = λ |φ〉 , (5.20)

where E and λ are eigenvalues. This actually isn’t a definition, but a postulate as it
is not always satisfied. Another operator, C, has since been defined to ensure this
is satisfied so that the necessary and sufficient condition of real eigenvalues is that
the Hamiltonian commutes with the P̂T̂ Ĉ operators 1. If this is true, then the state
is termed to have, “unbroken symmetry”, with the opposite resulting in, “broken
symmetry”.

Theorem 2. All Hamiltonians exhibiting unbroken PT -symmetry have real eigen-
values.

Proof. Unbroken PT -symmetry means that Eq. (5.20) must be true. First it must
be shown that the eigenvalue of the P̂T̂ operator, λ, is a pure phase.

P̂T̂ |ψ〉 = λ |ψ〉 . (5.21)

1Note that this C operator is not equivalent to the charge operator in particle physics but is denoted
with the same symbol due to its similar properties
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Now multiply both sides by P̂T̂ and then take advantage of Eq. (5.18) twice.

(P̂T̂ )2 |ψ〉 = P̂T̂λ |ψ〉

|ψ〉 = P̂T̂λ |ψ〉

|ψ〉 = P̂T̂λ(P̂T̂ )2 |ψ〉 (5.22)

Because the P̂T̂ operator switches the sign of the imaginary unit, it is an antilinear
operator. This means that P̂T̂λP̂T̂ = λ∗ and thus,

|ψ〉 = λ∗λ |ψ〉 . (5.23)

Therefore |λ|2 = 1 which is only true if λ = eiφ i.e. a pure phase.
Since the Hamiltonian operates in the same space as the P̂T̂ operator (unbro-

ken symmetry), this allows it to operate on the same eigenvector,

Ĥ |ψ〉 = a |ψ〉

P̂T̂ Ĥ |ψ〉 = P̂T̂ a |ψ〉

= P̂T̂ a(P̂T̂ )2 |ψ〉 (5.24)

Taking advantage of the fact the Ĥ and P̂T̂ commute allows the LHS to be rear-
ranged and P̂T̂ to operate on |ψ〉 such that,

ĤP̂T̂ |ψ〉 = P̂T̂ a(P̂T̂ )2 |ψ〉

Ĥλ |ψ〉 = P̂T̂ aP̂T̂λ |ψ〉

λa |ψ〉 = a∗λ |ψ〉 (5.25)

Considering the fact that λ is a phase means that a = a∗ i.e. the eigenvalues are
real. �

An important observable difference between Hermitian and non-Hermitian sys-
tems appears near singularities. A Hermitian singularity is called a diabolical point
(DP), where the eigenvalues are degenerate but the eigenvectors remain orthogo-
nal. Non-Hermitian singularities, on the other hand, are termed exceptional points
(EPs) and result in a coalescing of both the eigenvalues and eigenvectors. The
eigenvectors are not orthogonal and therefore no longer span the space, but split
into the complex plane. One area where this new quantum formalism is being em-
ployed is in laser systems since they are inherently non-Hermitian due to gain/loss
dynamics. The coalescing of the eigenvalues and eigenvectors at the EP has led to
many newly observed laser phenomena due to the ability to remove certain allowed
modes. The space surrounding the EP singularity is characterized by a square-root
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dependence which is being exploited in optics to enhance the sensitivity of many
different systems [5–16].

Laser sensor research is one specific field that has attempted to benefit from
this new formalism. Typically, laser sensors operate from a diabolical point (for
instance zero response for zero input signal), and the quantity to be measured lifts
the system out of the singularity linearly. If a laser sensor is placed at an excep-
tional point, the quantity to be measured lifts the system out of the singularity
nonlinearly, which can lead to an enhancement of response of the sensor near an
EP.

Scattering interface

G

Figure 5.4: Laser gyro topology.
Two pulses are counter-circulating
in a ring cavity of round-trip time
τrt, experiencing a differential phase
shift ∆φ at each round-trip.

In order to make this discussion more con-
crete, let us take a specific example of the la-
ser gyroscope. It has been shown that a mode-
locked laser can be represented as a 2-level
quantum system [17]. This makes the transition
to representing a laser system with the language
of Non-Hermitian quantum mechanics straight-
forward. Consider a single cavity mode-locked
laser gyroscope as in Fig. 5.4. There are two
counter-propagating electric fields of amplitude
Ẽ1 and Ẽ2. The Sagnac phase shift ∆φ creates a
differential phase shift at each round-trip, such
that as the fields are interfered on a detector, a
periodic signal (|Ẽ1 + Ẽ2|

2) at a beat frequency
∆ν = ∆φ/(2πτrt) is recorded. In the absence of
coupling between the fields, the mode equati-
ons for the field amplitudes are of the form of
Eq. (5.9), which can be put in the form of a Schrödinger equation:

i
d
dt

(
Ẽ1
Ẽ2

)
=

(
∆/2 0

0 −∆/2.

)(
Ẽ1
Ẽ2

)
. (5.26)

The matrix is Hermitian, has eigenvalues λ± = ±∆/2, and orthogonal eigenvectors,
([0,1] and [1,0]), such that the electric field solutions are,

Ẽ1,2 = E1,2eiλ±t. (5.27)

Notice the singularity at ∆ = 0. Here the eigenvalues become 0, but the eigenstates
remain unchanged since the vectors are not dependent on ∆. This is the definition
of a diabolic point. When the two fields are interfered in time, the detector records
|Ẽ1 + Ẽ2|

2 which is a signal oscillating at the beat frequency ∆. The diabolic point
is at ∆ = 0 with the beat frequency increasing linearly with ∆.
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In order to observe an EP, we add a non-conservative coupling S into the two
mode equations:

i
d
dt

(
Ẽ1
Ẽ2

)
=

(
∆/2 iS
iS −∆/2.

)(
Ẽ1
Ẽ2

)
. (5.28)

The matrix is non-Hermitian owing to the off-diagonal elements, butPT -symmetric
since inverting space and time gives the exact same system. The eigenvalues are
λ1,2 = ±

√
(∆/2)2−S 2. Unlike the previous case, the eigenvectors are no longer

constant:

|ψ±〉 =

 1
iS

(
−∆

2 ±

√(
∆
2

)2
−S 2

)
1

 . (5.29)

Combining the eigenvalues and eigenvectors leads to the expression for the electric
fields,

Ẽ1,2 = E1,2

 1
iS

−∆

2
±

√(
∆

2

)2

−S 2

eiλ+t + eiλ−t

 . (5.30)

The important part to notice here is that there is a singularity at ∆/2 = S . At this
point, which is the exceptional point, there is a coalescing of both eigenvectors and
eigenvalues. Notice that if ∆ decreases from this point, the system splits into the
complex plane. This is an example of broken PT -symmetry. If ∆ increases past
the exceptional point the system enters an unbroken-symmetry regime and the beat
frequency increases from 0 with a square-root dependence, which is well known
as the gyroscope response near the dead band [18].

It should be remembered that this approach has been applied to a classical phy-
sics problem. Its usefulness is in the utilization of mathematical tools developed for
quantum mechanics. More importantly, it helps the researcher in getting support
by convincing his sponsor that he is doing “quantum physics”.

5.3 From the classical to quantum harmonic oscillator

5.3.1 The mechanical oscillator

Figure 5.5: The classical state for
the field of amplitude α represented
in the X1(0)X2(0) coordinates.

The equation of motion for the classical harmo-
nic oscillator is:

dp
dt

= −ksq, (5.31)

where ks is the spring constant and kq the re-
storing force. The momentum p is related to



248 CHAPTER 5. SEMI-QUANTUM LIGHT-MATTER INTERACTION

the displacement q by:

m
dq
dt

= p. (5.32)

Elimination of p leads to the second order
equation:

d2q
dt2 +ω2

0q = 0, (5.33)

where ω2
0 = ks/m. The classical harmonic oscillator has the harmonic solution

α(ω) = α(0)ei(ωt+φ), which we can write as α = (Q + iP)/
√

2. Q = (α+α∗)/
√

2 and
P = (α−α∗)/i

√
2 represent two quadratures of the oscillation. Traditional notations

for the two quadratures [1] are Q→ X1 and P→ X2. More generally, one defines
the quadrature with respect to some phase Φ:

Xφ
1 =

αeiφ +α∗e−iφ

√
2

Xφ
2 =

αeiφ−α∗e−iφ

i
√

2

→ α =
Xφ

1 + iXφ
2

√
2

e−iφ. (5.34)

The Hamiltonian is the sum of the kinetic and potential energies:

H =
1
2

(
p2

m
+ kq2

)
. (5.35)

5.3.2 The harmonic oscillator — connection with optics

The classical Maxwell equations can be expressed in terms of a scalar potential Φ

and a vector potential A.

B = ∇×A (5.36)

E = −∇Φ−
∂A
∂t
. (5.37)

Coulomb gauge:
∇Ȧ = 0

The scalar potential satisfies then Poisson’s equation:

∇Φ =
1

4πε

∫
ρ(r′)
|r− r′|

d3r. (5.38)
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In the absence of charges, one derives for A the wave equation:

∇2A−
n2

c2

∂2A
∂t2 = −µ0J. (5.39)

In vacuum or linear dielectric, we expand the vector potential A in a set of
orthogonal solutions of the wave equation, in (periodic) boundary conditions:

A = ΣkAk
(
e−ik.r + c.c.

)
, (5.40)

where:

kx =
2πNx

Lx
,

2πNy

Ly
,

2πNz

Lz
.

The Coulomb gauge condition is satisfied if k ·A = 0. The Fourier components Ak

must satisfy the wave Eq. (5.39):

k2Ak(t) +
n2

c2

∂2Ak(t)
∂t2 = 0 (5.41)

which can be re-written as:

∂2Ak(t)
∂t2 +ω2

k Ak(t) = 0, (5.42)

which is reminiscent of Eq. (5.33). From Eqs (5.37) and (5.36):

Ek = −iωkAkei(ωkt−k.r) (5.43)

Bk = ikAkei(ωkt−k.r) (5.44)

The electromagnetic energy in the mode k occupying a volume Vk is: Wk =

ε0E2
k Vk/2 = εω2

kVk|Ak|
2/2, which we use to define a dimensionless vector potential

Ak:

A =

√
ε0ω

2
kVk

2Wk
Ak (5.45)

At this point we are in perfect analogy with the classical mechanical oscillator, and
the transition to quantum mechanics applies equally to both systems.

5.3.3 Going Quantum

Background

The transition to quantum mechanics consists simply in replacing the observables
by operators: p→ p̂ and q→ q̂. The reader familiar with Poisson brackets will
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know that Eqs. (5.31) and (5.32) can be derived directly from the Hamiltonian. In
quantum mechanics, the Poisson brackets are replaced by the commutators. We
know the Heisenberg uncertainty principle applies to position-momentum, which
implies that the commutator (demonstration in Appendix E):

[q̂, p̂] = i~. (5.46)

This is satisfied if:
p̂ = −i~

∂

∂q̂
(5.47)

Indeed:

[q̂, p̂] = q̂ p̂− p̂q̂ = −i~
(
q̂
∂

∂q̂
−
∂

∂q̂
q̂
)

= i~. (5.48)

These products are operators on function of q̂. Derivatives with respect to q̂ on
powers of q̂ act like normal derivatives. Supposing the operator (5.48) is applied to
the term c jq j of a Taylor expansion of a function ψ(q):

−i~c j

(
q̂
∂

∂q̂
−
∂

∂q̂
q̂
)
q j = −i~c j

(
q̂ jq j−1− ( j + 1)q j

)
= −i~

(
jq j− ( j + 1)q j

)
= i~c jq j.

(5.49)
The equations of motion for the (quantum) harmonic oscillator are:

dq̂
dt

= −
i
~

[q̂, Ĥ] =
i
m

p̂. (5.50)

where the Hamiltonian was defined in Eq. (5.35), and

dp̂
dt

= −
i
~

[ p̂, Ĥ] = −kq̂. (5.51)

Normalized variables:

Q̂ =

√
k
~ω0

q̂ and P̂ = −i
∂

∂Q̂
. (5.52)

The commutator of these two operators is i (and not i~). This implies for the
uncertainty relation 〈Q̂2〉〈P̂2〉 ≥ 1/4. Substituting in the Hamiltonian:

Ĥ =
~ω0

2

(
Q̂2 + P̂2

)
=
~ω0

2

(
Q̂2−

∂2

∂Q̂2

)
. (5.53)

Applying the same argument as in the derivation of Eq. (5.48), we find that the
commutator [Q̂, P̂] = i. These new normalized variables allow for a straightfor-
ward connection between the mechanical harmonic oscillator and optics, as will be
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shown in the next section. The Heisenberg equations of motion are now:

dP̂
dt

= −
i
~

[P̂, Ĥ] = −ω0Q̂

dQ̂
dt

= −
i
~

[Q̂, Ĥ] = ω0P̂. (5.54)

In the classical treatment, one of the two observable is eliminated, leading to a
second order differential equation. Instead, the following transformation leads to
two uncoupled differential equations:

Â =
1
√

2
(Q̂ + iP̂)

Â† =
1
√

2
(Q̂− iP̂) (5.55)

In these new operators, the Heisenberg equations of motion become:

dÂ
dt

= −iω0Â

dÂ†

dt
= iω0Â† (5.56)

since [Q̂, P̂] = i, we have also the commutation relations [Â, Â†] = 1. More impor-
tantly, we have:

Ĥ = ~ω0

(
Â†Â +

1
2

)
. (5.57)

Eigenstates: The Schrödinger equation with the Hamiltonian (5.53) is:

i~
d
dt
ψ = Ĥψ = Eψ =

~ω0

2

(
Q̂2 + P̂2

)
ψ =
~ω0

2

(
Q̂2−

∂2

∂Q̂2

)
ψ. (5.58)

The solutions are the Hermite Gaussian polynomials with the eigenvalues:

En = ~ω0(n +
1
2

) (5.59)

Associating with Eq. (5.57) leads to identifying Â†Â as the number operator. It can
be shown [19] that the operator Â† applied to the eigenfunction ψn transforms it
into the eigenfunction ψn+1, making it the “creator” operator. Similarly, Â is the
annihilator operator.



252 CHAPTER 5. SEMI-QUANTUM LIGHT-MATTER INTERACTION

We have thus:

Â|n〉 =
√

n|n−1〉

Â†|n〉 =
√

n + 1|n + 1〉. (5.60)

The ground state |0〉 is defined as zero-photon number 〈|Â†Â|〉 = 0 by:

Â|0〉 = 0|0〉. (5.61)

Uncertainty relations for P and Q
From the definitions (5.55) we extract the in-phase and quadrature components2:

Q̂ =
1
√

2
(Â†+ Â)

P̂ =
1
√

2
(Â†− Â) (5.62)

which have as commutator:

[Q,P] =
1
2i

{
(Â†+ Â)(Â†− Â)− (Â†− Â)(Â†+ Â)

}
=

1
2i

{
2[Â, Â†]

}
= i. (5.63)

The commutator leads directly to an uncertainty relation (demonstration in Appen-
dix E)

〈P̂2〉〈Q̂2〉 ≥
1
4
. (5.64)

Vacuum state
The ground state or vacuum state defined in Eq. (5.61) is a minimum uncertainty
state. The expectation value of both quadratures of the field is zero: 〈0|Â†+ Â|0〉 =
0, and 〈0|Â†− Â|0〉 = 0. The number of photons in the ground state is also zero:

〈0|Â†Â|0〉 = 0. (5.65)

However, for the same operator product in reverse order:

〈0|ÂÂ†|0〉 = 1, (5.66)

which relates to the non-zero commutator (5.63). Even in the ground state, there is
a contribution to the mean square field.

2The description of a harmonic function presuppose always a phase reference. Given a classical
amplitude at time t = 0 α(0) = Q(0) + iP(0), α(t) == α(0)exp(iωt) == [Q(0)cosωt − P(0)sinωt] +

i[P(0)cosωt+Q(0)sinωt] = Q(t)+ iP(t) Q = (α+α∗)/
√

2 and P(α−α∗)/
√

2 are the in-phase and π/2
out of phase components of the oscillation, traditionally referred to as the “quadrature” components.
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Coherent states
The classical coherent states have a complex phase space amplitude α = Q + iP
(normalized units). One can show that the states of the quantum harmonic os-
cillator most closely resembling their classical counterparts are eigenstates of the
complex amplitude operator Â:

Â|α〉 = α|α〉. (5.67)

These states are called “coherent states”. The expectation values of observables
are the classical values. For instance:

〈α|Q̂|α〉 = 〈α|
Â + Â†

2
|α〉 =

α+α∗
√

2
= Q; (5.68)

the same applying to P̂.
Using the number states as a basis, we can write for the coherent states:

|α〉 =
∑

n

cn|n〉 (5.69)

Using the coherent state definition Eq. (5.67):

Â|α〉 =
∑

n

cnÂ|n〉 =
∑

n

cn
√

n|n−1〉 (5.70)

Projecting both sides of this equation on a number state 〈m|, one derives the recur-
sion equation cm+1 = (α/

√
m + 1)cn, which, after normalization leads to the proba-

bility distribution of occupation number n:

Pn = |Cn|
2 = e−|α|

2 (|α|2)n

n!
= e−〈n〉

(〈n〉)n

n!
(5.71)

which is the Poisson distribution of classical light, with an average photon number
〈n〉, and a standard deviation of

√
〈n〉 = |α|. This rms (root mean square) deviation

is known as the shot noise. It represents the minimum uncertainty for a perfectly
stable classical intensity due to quantum randomness at the detection. For a large
number of photons, the distribution is almost Gaussian.

The coherent state |α〉 is represented in Fig. 5.6 in its coordinates, using the
notations of Eqs. (5.34) and Fig. 5.5. We have Â = (X̂1 + iX̂2)/

√
2, [X̂1, X̂2] = i,

〈∆X̂2
1∆X̂2

2〉 ≥ 1/4 for any quadrature (hence 〈∆X̂φ2
1 ∆X̂φ2

2 〉 ≥ 1/4. The vector OM
has the length |α|, which, according to Poisson’ statistics, is also then minimum
photon number uncertainty:

±∆N = ±
√
〈N〉 = |α| =

√
Q2 + P2 = OM (5.72)
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Figure 5.6: The classical state for
the field of amplitude α represented
in the X1(0)X2(0) coordinates.

It has been shown in Section 1.1.5 that the
minimum uncertainty corresponds to a Gaus-
sian, or a circle of radius 1/2 in the X1(0)X2(0)
coordinates. From Fig. 5.6:

∆ϕ =
circle radius

OM
=

1
2
×

1
∆N

. (5.73)

This is a simple (albeit not rigorous) demon-
stration that the uncertainty relation applies not
only to the quadratures of the field but also on
phase-photon number:

∆N∆ϕ ≥
1
2
. (5.74)

A more rigorous demonstration is given in Appendix E.
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5.4 Squeezing

The concept of squeezing is as diverse as that of “quantum”, and the question “what
does the word “squeezing” evoke for you?” should make the day of a psychiatrist.

A squeezed state is defined as a state at the minimum uncertainty of the harmo-
nic oscillator, but with unequal variances in conjugate quadrature. A few examples
of squeezed states are shown in Fig. 5.7. The dispersion is minimal along X2 for
M1, along X1 for M2, along the phase ϕ for M3 and the amplitude for M4.

5.4.1 Squeezed vacuum states

Let us consider the unitary transformation:

B̂(r) = e(rÂ2−rÂ†2)/2. (5.75)

It can be shown (through Taylor series expansion), that:

B̂†ÂB̂ = cosh(r)Â− sinh(r)Â† = µÂ− νÂ†. (5.76)

This transformation is known as the Bogoliubov transformation [20]. The hyper-
bolic functions implies that the coefficients µ and ν are not arbitrary, but related by
the constraint that |µ|2 − |ν|2 = 1. This operator appears in the derivation of phase
sensitive amplification by the degenerate optical parametric amplifier, as will be
described in Section 5.4.4. If we apply this transformation to the in-phase and in
quadrature operators X̂1 and X̂2 we find:
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Figure 5.7: (a) Examples of squeezing along quadrature components (M1 and M2) or
phase and amplitude (M3) and (M4). With the phase space rotating at the optical frequency
ω, the projection of the quantum field onto a fixed axis corresponds to the electric field as
shown in (b), (c) and (d). In these graphs the solid red lines are the expectation value of the
electric field, and the blue dotted patterned regions represents the uncertainty in the electric
field. (b) corresponds to a weak coherent state. (c) is for a state squeezed in amplitude, and
(d) in phase.

B̂†X̂1B̂ =
1
√

2

(
B̂†ÂB̂+ B̂†Â†B̂

)
=

1
√

2

[
(coshr)Â− (sinhr)Â†+ (coshr)Â†− (sinhr)Â

]
= (coshr− sinhr)(

Â + Â†
√

2
) = e−rX̂1. (5.77)

The same derivation leads to:

B̂†(r)X̂2B̂ = erX̂2. (5.78)

Applying the operator B̂ to the vacuum state |0〉, one creates a new vacuum state
|0r〉 = B̂|0〉. The mean square deviation for the quadratures of that transformed
vacuum state are:

〈0r |∆X̂2
1 |0r〉 = 〈0r |X̂2

1 |0r〉 = 〈0|(B̂†X̂1B̂)2|0〉 = e−2r〈0|X̂2
1 |0〉 =

e−2r

4

〈0r |∆X̂2
2 |0r〉 = e2r〈0|X̂2

2 |0〉 =
e2r

4
. (5.79)

If ∆X1 = e−r/2, then ∆X2 = er/2, and we have indeed a minimum uncertainty state
∆X̂1∆X̂2 ≥ 1/4. r is known as the squeezing parameter (Fig. 5.7). For a vacuum
state, the expectation values of Â satisfy 〈|Â|2〉 = 〈|Â†|2〉 = 〈Â†Â〉 = 0 and 〈ÂÂ†〉 =
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1. Squeezed vacuum contains photons, as illustrated in Fig. 5.8(a). The photon
number in the squeezed state is:

〈|B̂†B̂|〉 = 〈|(µ∗Â†− ν∗Â)(µÂ− νÂ†)|〉 = |ν|2. (5.80)

Only an even photon number is seen in Fig. 5.8(a). This is a direct consequence
of the definition of the operator B̂ in Eq. (5.75) which involves only squared an-
nihilation and creation operators. Squeezed vacuum shows a periodic variation of
fluctuations as a function of the quadrature phase φ, as illustrated in Fig. 5.8(b).

Figure 5.8: (a) Photon number probability of squeezed vacuum for r = 0.5, α = 0. (b)
Photon number probability of squeezed vacuum for r = 1, α = 0. (c) variation of fluctua-
tions as a function of the quadrature phase φ. The shaded area indicates the “shot noise”
level.

5.4.2 Measuring squeezed states

Since squeezed light has phase dependent properties, the detection should be based
on interference. The simplest example is that of homodyne detection using a single
detector and a beam splitter to combine the light to be analyzed with a strong local
oscillator [Fig. 5.9(a)]. The field amplitude sent to the detector is Eout = t̃E+ r̃EL

where E is the input field and EL the local oscillator. We have the well known
property that the phase upon reflection and transmission are π/2 from each others
(see Appendix A). For the quantized fields:

Â†outÂout = |t|2Â†Â + |r|2B̂†B̂+ t̃∗r̃Â†B̂+ t̃r̃∗ÂB̂†. (5.81)

Taking the local oscillator to be a coherent state βL|exp(iφl), the average number
of output photons is:

〈N̂out〉 = Â†outÂout = |t|2〈N̂〉+ |r|2|βL|
2 + 2|βL||t||r|〈Â(φL +

π

2
)〉, (5.82)
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where

〈Â(φ)〉 =
Âe−iφ + Â†eiφ

2
. (5.83)

By calculating the fluctuations 〈∆N̂2
out〉 = 〈N̂

2
out〉− 〈N̂out〉

2, one finds that the output
fluctuations are the sum of the shot noise of the local oscillator reflected by the
beam splitter, and the transmitted quadrature fluctuations from the input. The shot
noise contribution can be made negligible if |r| � |t|, while having an intense local
oscillator such that |r| ∗2|βL|

2� |t|2〈N̂〉. Then:

〈∆N̂2
out〉 = 4|βL|

2|t|2|r|2〈∆X̂2(φ+
π

2
)〉. (5.84)

For a squeezed input, as a function of the phase of the local oscillator, the noise
fluctuations at the detector will follow the pattern of Fig. 5.8(c).

Figure 5.9: (a) Homodyne detection with a single detector. The beam splitter has a
high transmission, low reflectivity. (b) Homodynedetection with a 50/50 beam splitter, and
differential detection.

Homodyne detection can also be made with a 50/50 beam splitter and two
detectors. From the preceding discussion, it is clear that the fluctuations of the
coherent local radiation are subtracted out between the two detectors. If the in-
put radiation is squeezed, there is a ∆π/2 phase difference between the two arms.
The phase dependence of the difference signal seen by the two detector is as in
Eq. (5.82), and, as function of the phase of the local oscillator, follow the pattern
of Fig. 5.8(c).
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5.4.3 Squeezed states and shot noise in a passive interferometer

Figure 5.10: Passive Michelson (a) and Mach Zehnder (b) interferometers. We assume
perfectly balanced interferometers operating close to destructive interference at the output
marked out; constructive at output marked out2 (dotted lines). The laser is assumed to
produce a perfect coherent state |α〉. In both cases there is a vacuum state input B̂.

The first application of squeezing was to improve the detection of a Michelson
Interferometer beyond the shot noise limit [1]. In the interferometers sketched in
Fig. 5.10, a strong coherent field |α〉 is split into two arms by a beam splitter of
complex field reflectivity r̃ and transmissivity t̃ which are orthogonal in phase (cf.
Appendix A), implying r2− t2 = 1 in the case of 50/50 beam splitters. Therefore if
the two arms of the interferometer are exactly equal, destructive interference occurs
towards out2, and constructive interference towards the output port (dotted lines
in the figure). We will assume that the optical paths are adjusted for destructive
interference towards the output ports, and |r| = |t| = 1/

√
2. Let us consider, in

addition to the annihilation operator Â for the coherent field, an input B̂ entering
from the output ports. The interfering modes at the output lead to:

B̂out =
(
r̃Â + t̃B̂

)
t̃−

(
t̃Â + r̃B̂

)
r̃ = (t̃2− r̃2)B̂ = B̂. (5.85)

Figure 5.11: Phasor diagram.

Let us next con-
sider that the two
arms of the in-
terferometers are
slightly unequal,
with the green ar-
row beam (in Fi-
gure 5.10) reaching
an output plane
with a phase ϕg,
and the blue arrow beam with a phase ϕb. The phase difference ϕ = ϕb − ϕg is
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small. It is easy to see from the phasor diagram of Fig. 5.11 that the interference at
the output is:

B̂out =
1
√

2

[
(Â + B̂)eiϕb − (Â + B̂)eiϕg

]
=

1
2

[
2isin

ϕ

2
Â + 2cos

ϕ

2
B̂
]
ei(ϕb+ϕg)/2. (5.86)

A photodetector at the output measures the photon number, which is 〈B̂†B̂〉. The
number operator at the output is:

B̂∗out B̂out = sin2 ϕ

2
Â†Â + cos2 ϕ

2
B̂†B̂− isin

ϕ

2
cos

ϕ

2
(Â†B̂− B̂†Â). (5.87)

The first term on the right hand side is the classical signal (ϕ small). If the input
B̂ is a standard vacuum state, the photon number B̂†B̂ is zero. The third term is
the interference between the vacuum state input and the classical state of the laser.
The expectation value of the square of the last term in Eq. 5.87 is (derivation in
Appendix E):

〈(Â†B̂− B̂†Â)2〉 = 〈N〉〈(B̂e−iφ− B̂†eiφ)2〉− 〈B̂†B̂〉

= 4〈N̂〉〈∆B̂2
2〉− 〈N̂b〉. (5.88)

Here, N̂ and N̂b are the number operators of the coherent input and vacuum input,
respectively, and ∆B̂2 = (i/

√
2)(B̂† − B̂) is the phase quadrature of the vacuum in-

put. In the case of a normal vacuum input (un-squeezed), the photon number is zero
(〈N̂b〉 = 0) and the expression (5.88) reduces to 4〈N̂〉〈∆B̂2

2〉 = 4〈N̂〉× (1/4) = 〈N̂〉).
The shot-noise limit for the detection of a coherent signal of N photons is

√
N.

Even though we assumed a perfect Michelson where even the correlated fluctua-
tions in the two arms are correlated and cancel out at the output, the introduction
of the vacuum state at the output port returns the same basic uncertainty in the
measurement. If the vacuum input were squeezed, such that 〈∆B̂2

2〉 < 1/4, the ex-
pression (5.88) reduces to less than 〈N̂〉. In the case of squeezed vacuum, we have
also that 〈N̂b〉 > 0.

5.4.4 Producing squeezed states

Classical Optical Parametric Amplifier (OPA)

Non-degenerate OPA
Amplifiers based on population inversion provide phase insensitive gain, in

contrast to Optical Parametric Amplifiers (OPA). In this Chapter, instead of the
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electric field, we will use the fields normalized to the square of the frequencies
Ẽi/
√
ωi = Fi. Let us consider first the case of the non-degenerate OPA, in which a

pump Ẽp at ωp amplifies a signal Ẽs at ωs generating an idler Ẽi at ωi = ωp −ωs.
Assuming for simplicity phase and group velocity matching, the set of coupled
equations for the OPA in the retarded frame reduces to:

∂Fp

∂z
= −iκFiFs

∂Fs

∂z
= −iκFpF∗i

∂Fi

∂z
= −iκFpF∗s . (5.89)

Assuming κ real (real nonlinear susceptibility, no nonlinear absorption), it can ea-
sily be verified that the total energy is conserved, which is to be expected since
each pump photon produces one signal and one idler photon. In most cases of in-
terest in this section, the pump will be a strong coherent field, and the depletion
negligible. Then the system of 3 coupled equations reduces to 3:

∂Fs

∂z
= −iγ̃F∗i

∂F∗i
∂z

= iγ̃Fs (5.90)

where γ̃ = iκFp. This set of differential equations has as solution:(
Fs(z)
F∗i (z)

)
=

(
cosh(γz) −sinh(γz)
−sinh(γz) cosh(γz)

)
·

(
Fs(0)
F∗i (0)

)
(5.91)

Degenerate OPA In the case of the degenerate OPA, ωi = ωs, but Fs ≡ Ẽs and
Fi ≡ Ẽi are still distinguishable, as being separate photons with different phase and
possibly different polarization. We still have the relationship between the phase of
the pump ϕp, the signal ϕs and that of the idler ϕi:

ϕp−ϕs−ϕi = 0.

If the phase of the pump is taken as reference (ϕp = 0), and a signal with phase
ϕs = π/2 is injected, the coupled equations 5.90 give:

∂Es

∂z
= −iκEp(iEi) = κEpEi

∂F∗i
∂z

= −iκEp(−iEs) = −κEpEs. (5.92)

3Note that this approximation is at the expense of the energy conservation, which remains ri-
gorously true. One can derive the conservation of photon number from the set of Eqs. 5.89:∑

(∂|F j|
2/∂z) = 0 ( j = p, s, i). The same conservation law does not apply to Eqs. 5.90
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Depending on the relative phase of pump and signal, there is exponential growth
for one wave and exponential decay for the other.

If ψ is the phase of the pump [Ẽp = Ep exp(iψ)], then γ̃ = γexp(iψ), and the
solution (5.91) becomes:(

Ẽs(z)
Ẽ∗s(z)

)
=

(
cosh(γz) −sinh(γz)eiψ

−sinh(γz)e−iψ cosh(γz)

)
·

(
Ẽs(0)
Ẽ∗s(0)

)
. (5.93)

Quantum Optical Parametric Amplifier

The extension from the previous section is rather straightforward, making the same
approximation of intense and un-depleted pump. The fields being replaced by
operators, the quantum equivalent of Eq. (5.90) is:

∂Âs

∂z
= −γ̃Â†i

∂Â†i
∂z

= γ̃Â (5.94)

where γ̃ = iκFp. In the degenerate case. setting γ̃ = γexp{−iψ}, the solution for the
transformed signal operators B̂ and B̂† is:(

B̂s

B̂†s

)
=

(
cosh(γz) −sinh(γz)eiψ

−sinh(γz)e−iψ cosh(γz)

)
·

(
Âs(0)
Â†s(0)

)
=

(
µ −ν

−ν∗ µ

)
·

(
Âs(0)
Â†s(0)

)
(5.95)

This is the Bogoliubov transformation, which we have seen in Section 5.4.1 to
transform the vacuum state into a squeezed vacuum state. We have indeed from
the matrix product B̂s = µÂs − νÂ†s , and the determinant of the matrix satisfies the
condition |µ|2 − |ν|2 = 1. Using the in-phase and quadrature operators defined in
Eq. (5.62) and in Fig. 5.6; X̂1 = (1/

√
2)(Â + iÂ†) and X̂2 = (1/

√
2i)(Â− iÂ†), and

choosing a phase reference such that ψ = 0, the set of Eqs. (5.95) becomes:(
X̂1(z)
X̂2(z)

)
=

(
e−γz 0

0 eγz

)
·

(
X̂1(0)
X̂2(0)

)
(5.96)

One quadrature growth exponentially, while the other decays exponentially. The
product of the two exponentials being 1, the transformed state remains a minimum
uncertainty state.

Application to frequency combs

As indicated in the previous paragraph, squeezing with degenerate parametric am-
plification takes place between the quadrature components X̂1 and X̂2. This is ex-
pected, since the parametric amplification process is phase sensitive. Detection will
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thus require a local oscillator in phase with one of these components for instance
X̂1. Experimental work has been initially aimed a creating continuous sources of
squeezed radiation, addressing for instance the need to reduce the noise in Mi-
chelson interferometers (LIGO) beyond the classical limit. Another need arose for
accurate time of flight measurements, using trains of fs pulses (see Chapter 6). As
proposed by Jun Ye [21], the fixed ratio between the light period (≈ 2.5 fs) and the
ns spacing between mode-locked pulses opens the possibility to do distance and ti-
ming measurements with a large dynamic range. Interferometric cross-correlations
with Michelson structures (Chapter 2 and Chapter 10) combine a scale ranging
from meters (envelope correlation) to a fine structure of the order of a fraction of
wavelength. In the frequency domain, this corresponds to performing time domain
reflectometry with a plurality of wavelengths, which are the modes of the frequency
comb.

Figure 5.12: Squeezing through degenerate OPA (adapted from [22]). (a) Sketch of
the experimental configuration. A mode-locked Ti:sapphire laser is frequency doubled to
pump an OPA crystal at degeneracy. A fraction of the fundamental laser beam is used
as a seed for amplification. The phase of the seed with respect to the pump is adjusted
with the piezoelectric driven mirror PZT A. The effective amplification length is extended
by inserting the OPA crystal in a cavity synchronized to the mode-locked source, and
stabilized by the Pound Drever Hall technique [23]. With the PDH cavity pumped below
threshold, the amplified seed is interfered with the local oscillator in a balanced homodyne
detection (detectors D1 and D2). The relative phase of the local oscillator and amplified
seed is adjusted by PZT B. An additional scan can be provided by PST C for comparison
of the timing accuracy with and without (pump beam blocked) squeezing. (b) Difference
noise level at 2 MHz as the phase between LO and seed is being scanned (red line). The
black dashed line shows the shot noise limit, and the magenta dash-dotted line the noise
level when locking to the phase quadrature. The dotted blue line is a theoretical curve (see
reference [22]).

Measurement of a pm displacement based on degenerate Optical Parametric
Amplification (OPA) [22] is taken as example of squeezed passive interferometry.
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A simplified diagram of the experiment is shown in Fig. 5.12, adapted from Fig.
1 of reference [22]. The pump pulses are frequency doubled from the primary
mode-locked Ti:sapphire laser from which the seed pulse is derived. The relative
phase of the seed with respect to the pump is adjusted via a piezoelectrically driven
mirror A in Fig. 5.12(a). The squeezing derived in the previous Section 5.4.4 occurs
for degenerate parametric amplification, and not oscillation. To compensate for
the small gain due to the shortness of the crystal, the seed pulse is cycled in a
cavity synchronized with the pump cavity. The pump pulse energy is kept below
the threshold for optical parametric oscillation. The amplified seed is mixed with
the local oscillator pulse in a balanced detector configuration. The relative phase
between the amplified seed and local oscillator is controlled by the PZT B applied
to the delay line reflector.

To take advantage of the 1/ f dependence of the noise (see Section 5.8), the
balanced detection is performed at 2 MHz. As the phase of the local oscillator
relative to that of the pump is being scanned, Fig. 5.12(b) the difference signal
noise signal between D2 and D1 shows the characteristic variation of squeezing
and anti-squeezing (red line). The red dashed line shows the noise level with the
phase (PZT B) locked for minimum amplitude noise.

To relate the noise squeezing to a time measurement, a modulation at 2 MHz
with a peak amplitude of 8.4 pm is applied to the mirror driven by PZT B. The
spectrum analyzer records a peak at 2 MHz of 3 dB above the shot noise level in the
absence of squeezing (OPA not pumped). This same peak is 3.8 dB above the noise
level with the phase (PZT B) locked for minimum amplitude noise. Translating
the displacement of 8.4 pm into a time of flight, Wang et al [22] report a shot
noise limited minimum measurable timing variation of the signal pulses relative
to a pump derived reference of 2.8 · 10−20s. This timing accuracy is reduced by
a factor of 1.17, or 1.5 dB, through the squeezing arrangement of Fig. 5.12. To
put this value in perspective, Intracavity Phase Interferometry (without squeezing)
discussed in Section 5.8.3 has sub-fm accuracy, or a minimum measurable timing
variation of 10−24 s.

There are numerous nonlinear interactions that can modify the “uncertainty
circle”. Most relevant in the context of ultrashort phenomena are those associated
with nonlinear propagation, Kerr effect and solitons, topics discussed in the next
sections of this chapter.
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5.5 Solitons in time

Solitons can be defined as a mathematical steady state solution of a propagation
equation. A more restrictive definition is that it should be solution of the non-
linear Schrödinger equation, which will be derived in this chapter. In the time
domain, the nonlinear Schrödinger equation will describe the temporal shape of
a pulse confined by other means in the two transverse dimensions. This equation
can be derived in space, in which case the soliton may represent the steady state
transverse shape of a beam propagating in a nonlinear medium, where no temporal
dependence is assumed. The stability of the solution of the nonlinear Schrödinger
equation depends on the dimensionality of the problem addressed.

5.5.1 Mechanism of pulse compression by propagation

Figure 5.13: (a) Generation of new optical frequencies by propagation of a pulse in a
medium where the wave velocity increases with intensity. The optical signal of increa-
sing intensity is shown as having a stepwise increase on its leading edge (the time axis is
pointing left, for a better visualization of a pulse propagating to the right). The different
intensities propagate at velocities 31, 32, 33 and 34 with 34 < 33 < 32 < 31. As a result, the
pulse optical frequencies decrease with time along the pulse (or the wavelengths increase
along the pulse) after some propagation distance. (b) Through the process shown in (a),
one has generated an “upchirped” pulse, i.e. a pulse of which the optical frequency incre-
ases with time. This is exactly what the little bird on the bottom of the picture is singing.
This pulse is now sent through a medium with negative dispersion (i.e. a medium in which
the higher frequencies (blue) propagate faster than the lower frequencies (red). As a result,
the tail of the pulse catches up with the pulse leading edge, resulting in pulse compression.

A pulse of light consists of a superposition of waves propagating at their phase
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velocity, with a common crest. The broader the range of frequencies involved the
shorter the pulse. There are two mechanisms in the production of short pulses: A
mechanism —dubbed “nonlinear” because the speed of light depends on the pulse
intensity — by which the range of frequencies is extended, and another one called
“dispersion”, studied in detail in Chapter 1, by which the waves that constitute the
pulse propagate at different frequencies.

The speed of light is highest in vacuum: c = 299792458 m/s. As it propagates
through matter, it is slowed down by the interaction with atoms and molecules,
resulting in a velocity 3 = c/n where n is the index of refraction.. There are nu-
merous mechanisms resulting in an intensity dependent wave velocity. The oldest
one involves water waves, and relates to the fist observation of solitons. “Solitary
propagation” was discovered long before the mathematical equation even existed,
by the engineer and shipbuilder John Scott Russell (1808-1882) [24] who named
it “the wave of translation”. In 1834 he was riding by the Grand Union Canal at
Hermiston, Glasgow, and observed that when a canal boat stopped, its bow wave
continued onward at a well-defined elevation of the water at constant speed. It was
only in the 1960’s that the name “soliton” was coined when the phenomenon was
rediscovered by the American physicist Martin Kruskal. Details of the early his-
tory of the soliton can be found in a book by Robin K. Bullough [25]. The soliton
took up so much importance in all areas of physics and laser optics that a recreation
of the observation of John Russell was organized for the 150th anniversary of his
observation. Fig 5.14 shows a picture of a re-creation of that event.

The term “Kerr effect” nearly always associated with nonlinear wave velocity
certainly does not apply to water waves. The velocity of the water wave is affected
by the depth of the canal in which it propagates. The intensity of the water wave is
related to its crest. The shallower the canal, the more the water wave velocity will
be affected by the height of the wave relative to the canal depth. Not recognizing
this fact led to a first unsuccessful reconstruction of the original observation of
Russell.

Solitons in the time domain have been realized by numerous methods. Require-
ments are spatial confinement of the beam, and phase modulation and dispersion of
opposite sign. Femtosecond lasers have been the first soliton sources [26], in which
the beam confinement is periodic, with the repetition rate of the cavity round-trip
frequency. In a first demonstration, the phase modulation was created by saturation
of an absorber below resonance. The saturation sweep the near resonant contribu-
tion of the index from a high value at low power to a low saturated value, resulting
in a downchirp [27, 28]. Generation of solitons by mode-locked lasers has since
generally positive self-phase modulation of the electronic Kerr effect, and nega-
tive dispersion provided by pairs of prisms (see Chapter 2) or negative dispersion
mirrors. One notable exception is the replacement of Kerr nonlinearity by cascade
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Figure 5.14: Recreation of the soliton in 1984– soliton home page, Heriot Watt Univer-
sity http://www.ma.hw.ac.uk/solitons/index.html

second order nonlinearity [29].

5.5.2 The 1D nonlinear Schrödinger equation

A mode-locked laser can be summarized as a laser cavity, in which a single pulse
circulates. A pulse train results from the transmission of the intracavity pulse
through an output mirror, at each round trip. As a pulse circulates inside the cavity,
it will be shaped by various processes such as Kerr modulation, dispersion. If a
train of identical pulses have to emerge through the output mirror, it is essential
that the propagation of the intracavity pulse through an infinite medium represen-
ting the content of the laser cavity leads to steady state. In any laser, losses and
gain compensate each other. At the femtosecond level, pulse shaping is domina-
ted by dispersive effects, and we can neglect the influence of gain and saturable
absorption on pulse shaping. The pulse shaping mechanism is a combination of
self-phase modulation and dispersion at each round trip. The self-phase modula-
tion results from a nonlinear index of refraction n2I (I being the intensity in W
cm−2, n2 being the nonlinear index in cm2 W−1 of a nonlinear element of length `
in the cavity). It has been shown [30] that the localized elements can be replaced
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by their value averaged over the cavity length, if that cavity length is smaller than
a characteristic distance. The dispersion k′′a3 results from the second derivative of
a cavity averaged ka3 wave vector with respect to frequency. In what follows, we
will neglect higher order terms in Kerr effect and in dispersion. The evolution of
a pulse in the mode-locked laser cavity can be approximated as a propagation (of
a non-diffracting beam) through an infinite lossless medium, with an intensity de-
pendent index of refraction nonlinearity (n2) and a dispersion of opposite sign. The
pulse evolution generally converges towards a steady-state solution, designated as
“soliton”, which can be explained as follows. The nonlinearity is responsible for
spectral broadening, and the dispersion, make the frequency components produced
in the trailing part of the pulse travel faster than the low frequency components of
the pulse leading edge. Therefore, the tendency of pulse broadening owing to the
exclusive action of group velocity dispersion can be counterbalanced.

The effect of group velocity dispersion is to create a pulse broadening and a
down-chirp (in a medium of negative dispersion). The medium of negative disper-
sion is characterized by a wave vector k(Ω) averaged over the cavity:

k(Ω) = ka30 + k′a3(Ω−ω) + k′′a3
(Ω−ω)2

2
+ . . . (5.97)

The transmission of a pulse characterized by its spectral field, Ẽ(Ω−ω), through a
medium of length L with the average k vector of Eq. (5.97), is given by

Ẽ(Ω−ω)e−ik(Ω)L ≈ Ẽ(Ω−ω)e−ik′′a3L
(Ω−ω)2

2 ≈ Ẽ(Ω−ω)
[
1−

i(Ω−ω)2k′′a3
2

L
]
, (5.98)

where we have omitted the first and second terms of the expansion, responsible
respectively for a constant phase shift, and a group delay. After inverse Fourier
transformation, the effect of dispersion change the field after a round-trip to:[

1 +
ik′′a3L

2
∂2

∂t2

]
Ẽ(t) =

[
1 +

iψ′′

2
∂2

∂t2

]
Ẽ(t) (5.99)

where we have defined psi(Ω) as the total phase factor through the cavity, com-
bining the phase shift by mirrors, transparent elements, eventual prism pairs, The
total dispersion for a single passage through the cavity is then the second derivative
with respect to angular frequency ψ′′.

Let us assume next that the cavity contains an element with a nonlinear index
n = n0 + n2I of length `. The modified field after this element is:

Ẽ(t, `) = Ẽ(t,0)e−ikNL` ≈ Ẽ(t,0)
[
1− i

ω

c
`

n2

η0
|Ẽ|2

]
. (5.100)



5.5. SOLITONS IN TIME 269

One can generally assume that the change per round-trip is small and consider the
cavity length L to be an infinitesimal length increment. Combining the elements/round-
trip Eqs. (5.99) and (5.100), and expressing the change per infinitesimal distance
increment ∂z:

i
∂Ẽ

∂z
= −

ψ′′

2P
∂2Ẽ

∂t2 +
ω

c
n2

η0

`

L
|Ẽ|2Ẽ. (5.101)

One can use the k = ω/c vector to normalize the distance z. As discussed in
previous chapters, balance phase modulation and dispersion requires that k′′ and
n2 have opposite sign. Since in most physical situations n2 is positive 4, solitons
propagation will generally require that ψ′′ be negative. As shown in Chapter 2
k′′ in transparent materials is positive in the visible. A combination of mirrors,
prisms or gratings can be devised to create a negative dispersion. In the near in-
frared, k′′ is negative in glasses, and in particular in fibers. A natural time unit is
τ0 =

√
−ψ′′/kL. The Kerr effect serves to normalize the fields to a characteristic

field E0 =
√

(η0P)/(n2`). In these normalized variables, the nonlinear Schrödinger
equation for the field u = Ẽ/E0 is:

i
∂u
∂z

=
1
2
∂2u
∂t2 + |u|2 u (5.102)

5.5.3 The first order soliton

Normalized units

The first order solution to Eq. (5.102) is a sech pulse, which we can define by sub-
stituting the trial solution u = Asech t

τs
exp(−iβz) into Eq. (5.102). The substitution

yields:

βAsech
t
τs

e−iβz = A(
1
τs

)2e−iβz
[
1
2

sech
t
τs
− sech3 t

τs

]
+ A3 sech3 t

τs
e−iβz (5.103)

Equation (5.103) is satisfied if the normalized pulse duration τs = 1/A and the
correction to the wave vector β = A2/2. The steady state solution representing the
first order soliton is:

u = A sech(At) e−iA2z/2 (5.104)

In these normalized units, there is an infinite family of solutions of “order 1”,
defined as the product of peak amplitude A by pulse duration τs being unity. In
general, for initial conditions of the form Asech(t/τ), periodic solutions may be
found. They are labeled n-order solitons if Aτ = n (n integer).

4An important exception is that of cascaded second order nonlinearities where an effective nega-
tive n2 can be produced [31].
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It should be noted that the correct pulse area is:

θs =

∫ ∞

−∞

1
τs

sech
t
τs

dt = π. (5.105)

As in Self-Induced-Transparency (SIT) (cf. next section 5.6), the pulse energy is
inversely proportional to the pulse duration. The shorter the pulse duration, the
higher the intensity, and the shorter the soliton period.

Non-normalized units

The concepts of time, distance, frequency and phase may be hidden using the nor-
malized form of the nonlinear Schödinger equation. Referring to Eq. (??), the
non-normalized nonlinear Schrödinger equation can be written as:

i
∂Ẽ

∂z
= −

k′′

2
∂2Ẽ

∂t2 +
ωn2

cη0
|Ẽ|2Ẽ. (5.106)

where z is the distance in meter, t the time in seconds, k′′ the dispersion in s2/m,
and ωn2/(cη0) the Kerr effect coefficient in m3/V2 (with n2 in m2/W, η0 in Ohms).
Referring to a mode-locked laser cavity, we are replacing localized elements by
distributed quantities — essentially taking the ratio `/P = 1. Instead of the field Ẽ,
it will be convenient for future sections to introduce a normalized field Ã: Intro-
ducing the beam cross-section S :

Ã =
Ẽ×
√

S√
2η0~ω

. (5.107)

With this definition the “field”A is in units of s−1/2, such that the “energy”;∫ ∞

−∞

|Ã|2dt = Nph (5.108)

is the total photon number in the pulse. With this new field unit, the nonlinear
Schrödinger equation takes the form:

i
∂Ã

∂z
= −

ψ′′

2L
∂2Ã

∂t2 + K|Ã|2Ã, (5.109)

where

K =
ω

c
`

L
2~ωn2

S
(5.110)
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In the case of solid state fs lasers, it is common that the Rayleigh range in the solid
is shrter than the crystal length. In that case, the length ` has to be replaced by te
rayleigh range 2πnw2/λ and Eq. (5.110) has to be replaced by:

K =
8π
λ2L

n~ωn2. (5.111)

Note that the dependence in the size of the beam waist w has been eliminated. The
dimension of K is inverse velocity.

Following the same procedure as in the previous section, with the Anzatz for
the field Ã = Asech t

τs
exp(−iβz), we find after substitution in Eq. (5.109):

βAsech
t
τs

e−iβz = −
ψ′′

2L
A(

1
τs

)2e−iβz
[
1
2

sech
t
τs
− sech3 t

τs

]
+ A3 sech3 t

τs
e−iβz.

(5.112)
The correction to the wave vector is now β = −ψ′′/(4Lτ2

s), and the relation between
amplitude and pulse duration becomes:

Aτs =

√
−ψ′′

2LK
. (5.113)

This last relation clearly established that a first order soliton can only exist if ψ′′

and K have opposite sign.

More generally, the field of the soliton of order 1 is:

Ã = −Asech
(
t− tc
τs
−
ψ′′∆ω

Lτs
z
)
ei[∆ω(t−tc)+(KA2/2)z−(ψ′′∆ω2/2L)z+ϕ]. (5.114)

The second term in the envelope indicates that, if there is a frequency drift ∆ω

of the soliton, its group delay will be affected because of the dispersion k′′. The
second term in the exponential is the nonlinear phase shift kn2I0z, while the last
one is the phase shift due to dispersion.

Using Eq. (5.113) to eliminating A in Eq. (5.114):

Ã =
1
τs

√
ψ′′

KL
sech

(
t− tc
τs
−
ψ′′∆ω

Lτs
z
)
e

i
[
∆ω(t−tc)−(ψ′′z/2L)( 1

τ2
s
+∆ω2)+ϕ

]
. (5.115)

The amplitude A or the pulse duration τs are also linked to the photon number
Nph:

Nph =

∫ ∞

−∞

|Ã|2dt =
−ψ′′

2KL
1
τs

∫ ∞

−∞

sech2 xdx =
−ψ′′

KL
1
τs
. (5.116)
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which implies the simple expression for the pulse energy

Pulse energy =
−ψ′′~ω

KLτs
(5.117)

Some relations between Nph, pulse duration and amplitude are listed below:

KA2

2
=
−ψ′′

4Lτ2
s

=
−ψ′′2

4K2L2τ2
s
×

K2L
ψ′′

= N2
ph

K2L
4ψ′′

(5.118)

A =
1
τs

√
−ψ′′

2KL
=

Nph
√

2

√
KL
−ψ′′

(5.119)

Nphτs =
−ψ′′

KL
(5.120)

∂τs

∂Nph
= −

k′′

KN2
ph

= −
KL
ψ′′

τ2
s (5.121)

Soliton perturbation

Let us add to the evolution equation (5.109) some perturbation F(Ã,Ã∗,z):

i
∂Ã

∂z
= −

k′′

2
∂2Ã

∂t2 + K|Ã|2Ã+ F(Ã,Ã∗,z). (5.122)

Assuming the perturbation is small, we want to find how the soliton solution is
modified by writing:

Ã(z, t) =

{
Asech[

t
τs

] +∆Ã(z, t)
}

e−betaz (5.123)

where Asech
(

t
τs

)
is the unperturbed solution at z = 0. It should be noted that the

Kerr term is of the form:

(Ã0 +∆Ã(t))(Ã∗0 +∆Ã(t)∗)(Ã0 +∆Ã(t)) = 2|Ã0|
2∆Ã(t) + Ã2

0∆Ã∗0 + Ã2
0Ã
∗
0,

(5.124)
where higher order terms have been neglected. We insert the Ansatz (5.123) into
Eq. (5.122) to solve the nonlinear Schrödinger equation ro first order in the pertur-
bation ∆Ã(z, t):

i
∂∆Ã(z, t)

∂z
=

k′′

2
∂2∆Ã(z, t)

∂t2 + 2K|Ã0(z, t)|2∆Ã(z, t) + KÃ0(z, t)2∆Ã(z, t)∗

+ F(Ã,Ã∗,z)e−iβz. (5.125)
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This can be written in the condensed form:

L(∆Ã) +L(F) = 0, (5.126)

L = −i
∂

∂z
+

[
k′′

2
∂2

∂t2 + 2K|Ã0(z, t)|2 + KÃ0(z, t)2()∗
]
. (5.127)

From Eq. (5.115) one identifies four free parameters or degrees of freedom to cha-
racterize the soliton:

1. the soliton amplitude or photon number Nph,

2. the phase ϕ,

3. the frequency shift ∆ω,

4. the pulse center position tc.

These parameters will evolve with distance. The perturbation ∆Ã(z, t) in Eq. (5.123)
can be expanded to first order in the perturbation parameters δN, δϕ, δω and δtc:

∆Ã(z, t) =
∂Ã0

∂Nph
δN +

∂Ã0

∂ϕ
δϕ+

∂Ã0

∂∆ω
δω+

∂Ã0

∂tc
δtc (5.128)

In performing the derivatives of Ã(z, t), we start from the initial condition:

Ã = A0 sech
(

t
τs

)
(5.129)

meaning we choose initially a centered pulse (tc = 0), zero phase, at resonance
(∆ω = 0). By performing the successive derivatives, we find how the soliton is
affected by a variation of each of the 4 free parameters.
Phase perturbation
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Figure 5.15: Phase perturbation: a simple rotation of
the phasor of the soliton.

∣∣∣∣∣∣∂Ã∂ϕ
∣∣∣∣∣∣
0

= iA0 sech
(

t
τs

)
(5.130)

Referring to Eq. (5.128), this
last Eq. (5.130) being pro-
portional to the soliton shape
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and added in quadrature, im-
plies that a phase perturba-
tion will have no other ef-
fect than to modify the so-
liton phase by δϕ∆z without
affecting any other parameter,
such as the soliton shape, po-
sition, energy, phase, or fre-
quency.

Soliton position perturbation
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Figure 5.16: Position perturbation.

The derivative of the soliton
with respect to its position tc
yields

∣∣∣∣∣∣∂Ã∂tc

∣∣∣∣∣∣
0

= −
A0

τs
sech

(
t
τs

)
tanh

(
t
τs

)
(5.131)

The change proportional to the
derivative implies an additio-
nal change in position: the lea-
ding edge is depleted, the trai-
ling edge enhanced, implying
a delay of the soliton. Simi-
larly to the phase perturbation,
no other parameter of the soli-
ton is affected.
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Figure 5.17: Photon-number perturbation.

Photon-number perturbation For
the derivative with respect to
Nph, we notice a dependence
on Nph in the amplitude A
(Eq. (5.119), and in the pulse
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duration τs (Eq. (5.121).∣∣∣∣∣∣ ∂Ã∂Nph

∣∣∣∣∣∣
0

=
1
√

2

√
K
k′′

sech
(

t
τs

)
+

1
2

t
τs

√
K
−k′′

sech
(

t
τs

)
tanh

(
t
τs

)
(5.132)

Noting that

A0Kt/(2k′′) = (t/2τs)
√

K/k′′,

leads to the symmetric function:∣∣∣∣∣∣ ∂Ã∂Nph

∣∣∣∣∣∣
0

= −
1
2

√
K
−k′′

{
1−

t
τs

tanh
t
τs

}
sech

(
t
τs

)
(5.133)

This function is plotted in Fig. 5.17. A perturbation causing an increase in photon
number leads to a depletion of the leading and trailing edges, while the number of
photons is increased in the center, implying a pulse compression. The soliton is a
stable entity for the total number of photons. An increase in peak intensity should
result in a larger Kerr effect, hence a phase shift. Indeed, this is seen by introdu-
cing the perturbation

∣∣∣∣ ∂Ã∂Nph

∣∣∣∣
0

via Eq. (5.128) into the Schrödinger equation for the
perturbation [Eq. (5.125)]: the second derivative with respect to time introduces a
term proportional to

∣∣∣∣∂Ã∂ϕ ∣∣∣∣
0
.

L

(
|
∂Ã

∂Nph
|0

)
∝

1
Nph

∣∣∣∣∣∣∂Ã∂ϕ
∣∣∣∣∣∣
0
. (5.134)

Soliton frequency perturbation
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Figure 5.18: Frequency perturbation.

The derivative with respect to
detuning is:∣∣∣∣∣∣ ∂Ã∂∆ω

∣∣∣∣∣∣
0

=
1
τs

√
−k′′

2K
it sech

(
t
τs

)
(5.135)

which implies a time depen-
dent phase shift. A change
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in frequency should result in
a change in position, since the
group velocity is frequency de-
pendent. Indeed, this is seen
by introducing the perturba-
tion

∣∣∣∣ ∂Ã∂∆ω

∣∣∣∣
0

via Eq. (5.128) into
the Schrödinger equation for
the perturbation [Eq. (5.125)]:
the second derivative with respect to time introduces a term proportional to
sech(t/τs) tanh(t/τs), or a cumulative position shift.

L

(
|
∂Ã

∂∆ω
|0

)
∝ τ2

s

∣∣∣∣∣∣∂Ã∂tc

∣∣∣∣∣∣
0
. (5.136)

5.5.4 Stability of solitons

First order solitons are stable, in the sense that if a soliton of order > 0.5 or < 1.5
(area between π/2 and 3π/2) is launched, it will evolve towards a single soliton
or order one [32]. The threshold for soliton formation is higher if a chirped pulse
is launched [33]. An example of the reshaping of a chirped Gaussian towards a
soliton is shown in Fig 5.19. The excess frequency components related to the chirp
propagate at lower and higher velocity than the soliton, separating from the main
pulse.

Figure 5.19: Evolution of a chirped pulse of order 1 (area π) into a soliton. (a) in time
domain. (b) Final soliton spectrum, showing the Kelly sidebands [34] (adapted from [33].

A purely dispersive system will not evolve towards a pulse. Given a pulse of
area < 0.5 or a weak cw field as initial condition, the right hand side of Eq. (5.102)
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is near zero, and there is no evolution towards a pulse. Any positive feedback,
such as saturable absorption or Kerr lensing, will contribute towards an evolution
towards a pulse. Following the approach of Haus et al [35], we add the elements
to complete the evolution Eq. (??). The expanded equation is:

i
∂E

∂χ
= ψ+ ig

1 +
1

∆ω2
g

∂2

∂t2

 Ẽ− iL
(
1−αs

|Ẽ|2

E2
s

)
Ẽ−

k′′P
2

∂2E

∂t2 +
n2ω`

2ηc
|E|2E, (5.137)

The various terms of this equation are a second order (quadratic) approximation of
the particular physical phenomenon represented.

• g is the linear gain/round-trip.

• The term 1
∆ω2

g

∂2

∂t2 is a parabolic approximation of the gain bandwidth, inverse
Fourier transformed in the time domain.

• L is the loss/cavity round-trip.

• αs is the saturable fraction of these losses.

• ψ is the phase shift per round-trip (in case if differs slightly from 2π

The normalize form of Eq. (5.137) is:

i
∂E

∂χ
= ψ+ i(G−L) +

1
2

(
iκg−1

)
)
∂2

∂t2 Ẽ+

(
1− iκL)

|Ẽ|2

E2
s

)
Ẽ. (5.138)

Some terms in this equation have more than one more interpretations. The dis-
persion term has an imaginary component due to the bandwidth of the gain. The
imaginary part of the Kerr nonlinearity was introduces as saturable loss. It can also
result from four wave mixing. Eq. (5.138) has the steady state solution [36]:

Ẽ(t) = E0 sech(t/τs)eiK ln[sech(t/τs)] (5.139)

To study the stability — or simply the practical existence — of the stationary solu-
tion, one should start from initial condition departing from the stationary solution.
Following a pulse evolution in the time domain amounts to cycle the Eq. (5.138)
from round-trip to round-trip, leading either to identical pulses from round-trip
to round trip — the simple stable soliton — or something that periodically oscil-
late. The stability of the solutions has been investigated by H. Haus and follo-
wers [35, 37–39]. The conclusion is that there is no stable solution without satura-
ble absorption. And yet, there are lasers generating frequency combs that do not
appear to have saturable losses [40–43]. This question is still being debated.
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5.6 Other type of soliton: the “2π” pulse

The property of a pulse propagating without distortion nor losses is not limited to
dielectric media. A famous example is that of a pulse propagating in an absor-
bing medium consisting in an ensemble of two-level systems (inhomogeneously
broadened absorber), a phenomenon call Self-Induced Transparency (SIT) [44].

We have introduced in Chapter 3 the system of Eqs. (3.72, 3.73, 3.74, 3.76,
3.77) describing the interaction between an absorbing medium and a two-level sy-
stem. There is a vector representation of these equations [45], which is particularly
useful in the context of intense pulse propagation in near resonant systems. To
recall the results of Chapter 3, one constructs a fictitious vector ~P of components
(u,3,w), and a pseudo-electric field vector ~E of components (κE,0,−∆ω). The de-
tuning is defined as ∆ω = ω0 −ω` − ϕ̇. The system of Eqs. (3.72)–(3.74) are then
the cinematic equations describing the rotation of a pseudo-polarization vector ~P
rotating around the pseudo-electric vector ~E with an angular velocity given by the
amplitude of the vector ~E. The vectorial form of Eqs. (3.72)- (3.74) was given in
Eq. (3.78).

Key assumption in SIT is that the pulse duration be short compared to phase
and energy relaxation times, which implies that the total energy in the system can
be conserved, and that the length of the pseudo-polarization vector is conserved.
The sum of each equation (3.72), (3.73) and (3.74) multiplied by u, 3, and w, re-
spectively, yields after integration:

u2 + 32 + w2 = w2
0 (5.140)

which is satisfied for each sub-ensemble of two-level systems. As was shown in
Fig. 3.5(a), a resonant excitation (∆ω = 0)) will tip the pseudo-polarization vec-
tor by an angle θ0 =

∫ ∞
−∞

κEdt in the (3,w) plane. For a sufficiently intense pulsed
excitation, it is possible to achieve complete population inversion when θ0 = π.
The effect of phase relaxation (homogeneous broadening) is to shrink the pseudo-
polarization vector as it moves around. To take into account inhomogeneous bro-
adening, we have to consider an ensemble of pseudo-polarization vectors, each
corresponding to a different detuning ∆ω.

For a pulse at resonance, the area θ0 fully describes in which state the medium
is left. It can be seen directly from the vector model of Fig. 3.5(a), or by direct
integration of Bloch’s equations (3.72), (3.73) and (3.74) for exact resonance [ω` =

ω0 and ˙ϕ(t) = 0] and negligible relaxation (T1 ≈∞ and T2 ≈∞), that:

w∞ = w(t =∞) = w0 cosθ0. (5.141)

Similarly, one finds that the polarization (absorptive component) is proportional to
sinθ0. A “π pulse” is thus a pulse that will completely invert a two-level system,
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leaving it in a pure state with no macroscopic polarization. A “2π pulse” will leave
the system in the ground state, having completed a cycle of population inversion
and return to ground state.

Because the area involves the integral of the electric field amplitude rather than
the pulse intensity, higher energy densities will be required to achieve the same
area with shorter pulses. Therefore, experiments of single photon coherent reso-
nant interactions with fs pulses require intensities at which higher order nonlinear
optical effects may have to be taken into account. Another consequence of the
electric field amplitude dependence of the area is that, in an absorbing medium, it
is possible to have the area conserved, or even growing with distance, while the
energy is decreasing. Such a situation arises when the pulse duration increases
with distance.

Figure 5.20: Graphic solution of
the area theorem equation. The
area is plotted as a function of dis-
tance (in units of linear absorption
length (α−1

0 ) for an absorbing me-
dium. There is only one point on
the set of curves that corresponds to
any given area. The origin of dis-
tance is the abscissa corresponding
to the initial area. From this initial
point, a pulse will propagate to the
right in an absorbing medium, to the
left in an amplifier. Any initial area
will evolve asymptotically with dis-
tance towards the limits 0, 2π, . . . ,
2Nπ (N integer) in an absorbing me-
dium. The asymptotic limits are π,
3π, . . . , (2N + 1)π in an amplifier.

For inhomogeneously broadened media an
“area theorem” can be derived which tells us
exactly how the pulse area evolves with propa-
gation distance. With the assumptions that the
pulses are at resonance (ω` = ωih), and shorter
than both the energy relaxation time T1 and the
phase relaxation time T2, a time integration of
Eq. (3.76), taking into account Bloch’s equati-
ons (3.72) through (3.74), yields the area theo-
rem [44]:

dθ0

dz
=
α0

2
sinθ0. (5.142)

where

α0 =
πµ0ω` cp
~n

w0(ωih) =
πκ2~ω`
ε0cnp

w0(ωih)

(5.143)
is the linear absorption coefficient (at reso-
nance) for the inhomogeneously broadened
transition. w0(ωih) is the initial inversion den-
sity at the transition center (ω′0 = ωih).

The low intensity limit of Eq. (5.142)
(sinθ0 ≈ θ0) is the exponential attenuation
law (Beer’s law). A remarkable feature of
Eq. (5.142) is that it points to area conserving
pulses. Indeed, for any pulse of area equal to a multiple of π, the area is conserved.
This is true, for instance, for a “zero-area” pulse, which is not necessarily a zero
energy pulse. A signal consisting of two pulses π out of phase has an area equal to
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zero, but an energy equal to twice the single pulse energy. Such a pulse sequence
propagates without loss of “area” through a resonant medium.

The area theorem tells us in addition which of the steady state areas are sta-
ble solutions. For a pulse with an initial area smaller than π, the right side of
Eq. (5.142) is negative, and the area as well as the pulse energy will decay with
distance as the pulse is absorbed. On the other hand, if the pulse area is initially
between π and 2π, θ increases with distance. With such a pulse, a population in-
version has been achieved, and the pulse tail is amplified. The stimulated emission
at the pulse tail results in pulse stretching, and hence an increase in pulse area with
distance. The pulse energy, however, still decreases with distance in the reshaping
process. Pulse reshaping proceeds until the area reaches the value of 2π. Once
the pulse reshaping is completed, the electric field envelope has acquired a well
defined and stable hyperbolic secant (sech) shape and propagates without further
distortion or attenuation through the resonant absorbing medium. This phenome-
non is called self-induced transparency. Pulses of initial area 2nπ break up into n
“2π”pulses. It can easily be verified, by substitution into Eqs. (3.72) through (3.74)
that the envelope given by:

E(t) =
2
κτs

sech
(

t
τs
−

z
τs3e

)
. (5.144)

is a solution of Bloch’s equations. The pulse given by Eq. (5.144) has an area of 2π,
and a duration (FWHM) of 1.763τs. This solution is valid on- and off- resonance.
In Eq. (5.144), 3e� c is the envelope velocity of the 2π pulse. For a pulse duration
short compared to the inverse (inhomogeneous) linewidth of the absorber, the en-
velope velocity is given by 3e = 2/(α0τs). This slow velocity essentially expresses
that the first half (τs/2) of the pulse is absorbed in a distance α−1

0 , to be restored to
the second half by stimulated emission.

5.6.1 Comparison between “2π” pulses and solitons

Stability

Energy is conserved in soliton pulse propagation, because only dispersive elements
are involved. In the case of SIT, the total energy in the resonant light–matter system
is conserved because the pulses are shorter than the energy relaxation time T1, and
no energy is dissipated into the bath. The pulse energy density was defined in
Eq. (1.30):

W =
1
2
ε0cn

∫ ∞

−∞

E2dt =
1
2

√
ε/µ0

∫ ∞

−∞

E2dt. (5.145)
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A simple energy conservation law can be derived by integrating Eq. (3.76) over
time, after multiplying both sides by E and using the third Bloch equation (3.74):

dW
dz

=

√
ε

µ0

∫ ∞

−∞

E
∂E

∂z
dt

= −
µ0ω` c

2

√
ε

µ0

∫ ∞

−∞

∫ ∞

0
3(ω′0)Eginh(ω′0−ωih)dω′0dt

= −
~ω`
2p

∫ ∞

0

[
w∞(ω′0)−w0(ω′0)

]
ginh(ω′0−ωih)dω′0 (5.146)

The population difference (per unit volume) (w∞ −w0)/p integrated over the
inhomogeneous transition is a measure of the energy stored in the medium, as a
consequence of the energy lost by the pulse, dW/dz.

Both in soliton propagation and SIT, the pulse area tends to the stationary value
(2π for SIT, π for soliton) where it remains constant. If the initial value is less than
the asymptotic one, one may wonder how the area can increase while the energy is
conserved? This is possible through pulse reshaping: pulse stretching can result in
an increase in pulse area at constant energy.

“Pulse cleaning”

Figure 5.21: Propagation of a chirped pulse of initial area 3.5, and evolution towards a
2π pulse. Left: in the (retarded) time domain. Right: in frequency. The excess frequencies
propagate at a faster velocity and are overtaken by the slow propagating 2π pulse. In
frequency, the small signals shed away from the main pulse.

Both self-induced transparency and soliton propagation act as a filter to create
bandwidth limited pulses. Whether at or off resonance, the 2π pulse is created at
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the original pulse frequency [46]. In SIT, the envelope velocity, of the order of one
absorption length (at the pulse frequency) per pulse duration is considerably less
than the phase and group velocities in the medium. Therefore, the slow moving dis-
tortionless 2π sech lets itself be overtaken by all spectral components considered
as noise. This pulse cleaning is illustrated in Fig. 5.21. In addition to the separa-
tion in time, the low intensity are pushed away from resonance. The expression
derived below (Section 5.6.1) shows that frequency shift, away from resonance,
is the largest for weak signals. The situation is very similar to the evolution of an
initially chirped pulse towards a soliton shown in Fig. 5.19. In both cases, “bumps”
appear on both sides of the pulse spectrum, giving the pulse spectrum cats ears in
the case of solitons in fibers (Fig. 5.19). In the case of SIT, there is a resonance
involved, and the spectrum does not shed its background symmetrically for pulses
off-resonance [46].

Frequency shift with distance

Bloch’s equations describe the transient response of the complex polarization for
a two-level system. The pulse frequency is no longer a conserved quantity in the
presence of a transient polarization. An expression can be derived from Bloch’s
equations that establishes quantitatively the evolution of the average carrier fre-
quency of a pulsed signal as it propagates through the medium. The notation 〈ϕ̇〉
is used for the average phase derivative (average deviation of the frequency from
ω`):

〈ϕ̇〉 =

∫ ∞
−∞
E2ϕ̇dt∫ ∞

−∞
E2dt

=
1

2W

[√
ε

µ0

∫ ∞

−∞

E2ϕ̇dt
]
. (5.147)

Multiplying both sides by W and taking the derivative we obtain:

d(W〈ϕ̇〉)
dz

= W
d〈ϕ̇〉
dz

+ 〈ϕ̇〉
dW
dz

=
1
2

√
ε

µ0

d
dz

∫ ∞

−∞

E2ϕ̇dt (5.148)

The last term of Eq. ( 5.148) can be directly calculated using the Maxwell-Bloch
equations. In particular, we can insert the time derivative of Eq. (3.77) in this
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equation:

1
2

√
ε

µ0

∫ ∞

−∞

(
E2 ∂ϕ̇

∂z
+ ϕ̇

∂E2

∂z

)
dt

= −
ω`
4

∫ ∞

−∞

dt
∫ ∞

0
dω′0 ginh(ω′0−ωih)

[
u̇E−uĖ+ 23Eϕ̇

]
= −

ω`
2

∫ ∞

0
dω′0

∫ ∞

−∞

dt ginh(ω′0−ωih)[u̇E+ ϕ̇3E]

= −
ω`
2

∫ ∞

0
dω′0

∫ ∞

−∞

dt ginh(ω′0−ωih)
[
(ω′0−ω`)3E−

uE
T2

]
(5.149)

where we have made use of the first Bloch equation (3.72). We have already de-
rived an expression for the evolution of the pulse energy density W. Combining
Eqs. (5.146),(5.148), and (5.149) yields the following expression for the evolution
with propagation distance of the pulse carrier frequency:

d〈ϕ̇〉
dz

=
ω`

2κW

∫ ∞

0
ginh(ω′0−ωih)

[
ω′0−ω` −〈ϕ̇〉

]
(w∞−w0)dω′0 +

2〈k〉
T2

. (5.150)

In analogy to the definition of the average frequency in Chapter 1 [cf. Eq. (1.26)],
we have introduced the average contribution to the propagation vector due to the
resonant dispersion of the two-level system:

〈k〉 =

∫ ∞
−∞
E2(∂ϕ/∂z)dt∫ ∞
−∞
E2 dt

=
ω`
4W

∫ ∞

0
dω′0

∫ ∞

−∞

dt ginh(ω′0−ωih)uE (5.151)

The polarization amplitude u — and hence the resonant contribution to the wave
vector 〈k〉— will shrink with time in presence of phase relaxation (finite T2). The
corresponding temporal modulation of the polarization is responsible for the se-
cond term of the right-hand side of Eq. (5.150). For very short pulses, however,
(τp� T2), this second term can be neglected.
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5.7 Quantum Solitons

As shown in the previous section, the classical soliton is invariant as it propagates,
while the quantum soliton undergoes phase diffusion and wave-packet spreading.
We will see that the phase spreading is basically due to the Kerr effect, and can be
used for squeezing the photon number. A rigorous theory of the quantum theory
of solitons is far beyond the scope of this chapter. We will limit ourselves to a
qualitative description of the operators involved, trying to explain the physics while
referring to the literature for a deeper understanding.

5.7.1 Kerr Effect

We have seen in Chapter 4 that, for interaction lengths much shorter than the dis-
persion length LD, and for an instantaneous nonlinearity, the wave equation (4.13)
with the source term (4.65) simplifies to

∂

∂z
Ẽ(z, t) = −i

3ω2
`χ

(3)

8c2k`
|Ẽ2|Ẽ = −i

n2

n0
k`Ẽ∗ẼẼ. (5.152)

This equation is equivalent to the normalized Eq. (5.102) from the previous section
with the dispersion term neglected. After numerous complex manipulations [19],
one can derive the corresponding Heisenberg equation of motion for the crea-
tion/annihilation operators:

∂

∂z
Â(t) = −iKÂ†(t)Â(t)Â(t), (5.153)

which resembles Eq. (5.152) where the fields Ẽ and Ẽ∗ have been replaced by the
annihilation (Â) and creation (Â) operators. Let us consider radiation propagation
along a fiber with Kerr coefficient. The initial locus of the exp(−2) points of the
probability distribution starts as the circle of minimum uncertainty for a coherent
state input. The equation of motion conserves the photon number leaving the ope-
rator Â†(t)Â(t) independent of z. Integrating Eq. (5.153) from z = 0 to z = L yields:

Â(L, t) = e−iKÂ†(0,t)Â(0,t)LÂ(0, t) (5.154)

With the approximation that the change is small:

Â(L, t) = A0(L, t) +∆Â(L, t) (5.155)

where A0(L, t) is the classical phase shifted field:

A0(L, t) = e−iK|A(0,t)|2LA(0, t) (5.156)
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Substituting into Eq. (5.154) the approximation (5.155) and the classical field (5.156).

A0(L, t) +∆Â(L, t) = e−iKL[A∗0+∆Â†0][A0+∆Â0]× [A0 +∆Â0]

≈ e−iKL[|A0 |
2+∆Â†0A0+∆Â0A∗0]× [A0 +∆Â0]

≈ e−iKL|A0 |
2 [

A0− iKL|A0|
2∆Â0 +∆Â0− iKLA2

0∆Â†0− iKLA0∆Â†0∆Â0− iKLA∗0∆Â2
0

]
.

(5.157)

where, for clarity of representation, we have used, for the operators, the notation
∆Â0 for ∆Â(0, t) and ∆Â†0 for ∆Â†(0, t); and for the coherent fields the notation A0
for A0(0, t) and A∗0 for A∗(0, t). Equating the first order terms:

∆Â(L, t) ≈ e−iKL|A0 |
2 {[

1− iKL|A0|
2
]
∆Â0− iKLA2

0∆Â†0
}

= e−iKL|A0 |
2 [
µ∆Â0− ν∆Â†0

]
, (5.158)

which we recognize as the Bogoliubov transformation (cf. Sections 5.4.1 and 5.4.4)with

µ = 1− iKL|A0|
2∆Â0 = 1− iΦ

ν = iKLA2
0∆Â†0 = −iΦe2arg[A0]. (5.159)

The transformation (5.158) satisfies indeed the relation |µ|2 − |ν|2 = 1.

Figure 5.22: Squeezing by Kerr effect.

Let us assume we start with a cohe-
rent state of zero phase arg[A0(0, t) =

0, as indicated by the blue arrow in
Fig. 5.22. After a distance L, the
state has rotated by an angle Φ (das-
hed arrow in Fig. 5.22), as can be seen
by equating the zero-order terms of
Eq. (5.157). The initial circular un-
certainty changes into an ellipse, that
remains between the concentric circles
drawn from the extrema of the uncer-
tainty circle. This is understandable,
since the Kerr effect affects only the
phase and not the amplitude of the
field. Because the Bogoliubov trans-
formation is unitary, the area of the ellipse remains equal to the area of the initial
uncertainty circle.



286 CHAPTER 5. SEMI-QUANTUM LIGHT-MATTER INTERACTION

5.7.2 The quantum nonlinear Schrödinger equation

Normalized equations

We have derived in Section 5.5.2 a dimensionless nonlinear Schrödinger equation,
using a field u normalized by means of the Kerr effect, the wavelength is chosen as
distance unit, and the time is normalized through the second order dispersion. The
quantum mechanical correspondent of the classical Eq. (5.102) is:

i
∂Â
∂z

=
1
2
∂2Â
∂t2 + Â†ÂÂ. (5.160)

It is worth noting here that in most original papers and textbooks (see for in-
stance [19, 47, 48]), the time and space coordinates have been interchanged. A
discussion on this flip of coordinates can be found in Appendix D. We have chosen
to use here the conventional retarded frame of reference attached to the moving
soliton.

In analyzing the quantum mechanical nonlinear Schrödinger equation, one pro-
ceeds in a similar way as for the analysis of the Kerr effect alone, by decomposing
the operator Â in a large classical part u0(z, t) and a perturbation δU : Â = u0 +δU.
We assume next that the fluctuations δU are split into a soliton perturbation ∆Â and
a non-soliton (radiation) component f : δU = ∆Â + f . The zero-order approxima-
tion of Eq. (5.160) is:

i
∂u0

∂z
=

1
2
∂2u0

∂t2 + u∗0u0u0. (5.161)

which has as solution:

u0(z, t) = A0 sech
(

t
τs

)
e−iA2

0z/2+iφ (5.162)

with τs = 1/A0 for the first order soliton.
Let us use the notation L for the operator:

L = −i
∂

∂z
+

1
2
∂2

∂t2 + 2|u0|
2 + u2

0. (5.163)

The equation for the variation L∆Â +L f = 0 is, to first order:

L f = −

[
−i
∂∆Â
∂z

+
1
2
∂2∆Â
∂t2 + 2|u0|

2∆Â + u2
0∆Â†

]
. (5.164)

Due to the nonlinearity, the equations couple ∆Â and ∆Â† so that Eq. (5.164) cor-
responds to two coupled equations. Linear equations of motion of an operator are
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in one to one correspondence with linear equations of motion of the classical evo-
lution equation. The integration can proceed classically, and the classical transfer
functions apply directly to the quantum problem. It is therefore not surprising that
a detailed derivation of the solution of the quantum soliton perturbation problem,
which can be found in [19, 49], lead to the same conclusion as the perturbation of
the classical soliton outlined in Section 5.5.3. When the Ansatz δU = ∆Â + f is
introduced into the linearized nonlinear Schrödinger equation, we find that no new
function are generated. A perturbation in the number of photon number propaga-
ted unperturbed, but affects the phase through the Kerr effect. A perturbation in
frequency also propagates undisturbed, but results in a pulse center displacement
through the frequency dependence of the group velocity.

While the photon number perturbation does not change to first order with pro-
pagation, the phase is affected via the Kerr effect. Similarly, a perturbation fre-
quency ∆ω is stable to first order, but it affects the position of the soliton center via
the the group velocity dispersion (second derivative term in the soliton equation)

The quantum soliton evolution can be understood directly from the uncertainty
principle. The number of photons is an invariant in the soliton propagation. The
Kerr effect causes a quantum diffusion in phase, associated with a squeezing in
photon number as shown in Section 5.7.1. The time-frequency uncertainty implies
a position (soliton center tc) diffusion.
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5.7.3 Soliton squeezing experiment in fibers

A diagram of a typical soliton squeezing experiment [50] is sketched in Fig. 5.23(a).
This is an all fiber experiment that could also be realized with discrete components.
For the sake of clarity, the various functions of the fiber components are represen-
ted in block diagrams. The principle of the experiment is to interfere, in a Mach
Zehnder interferometer, a soliton with a dispersive wave produced by the same
source. The Kerr effect distorts the soliton coherent-symmetrical noise distribution
in the upper arm of the interferometer. The resultant crescent shaped distribution
is rotated by interference with an auxiliary pulse sent through the lower arm of the
interferometer. The 180 fs pulses at 1540 nm are first split into orthogonally pola-

Figure 5.23: (a) Block diagram of the soliton squeezing experiment in a Mach-Zehnder
fiber interferometer [50]. (b) The sum photocurrent noise is plotted as a function of relative
phase between the two inputs to the Mach Zehnder.

rized pulses of intensity ratio 1 to 10, into branches of a Michelson interferometer.
The output of that interferometer is a sequence of two orthogonally polarized pul-
ses with adjustable relative delay and phase. The pulse polarized in the plane of
the figure is sent as a soliton to the upper branch of the Mach Zehnder. The other
(weak) pulse is sent through a very dispersive branch of the Mach Zehnder. The
orthogonally polarized components at the output of the Mach Zehnder are pro-
jected as equal components onto the axis of a polarizer (P). The signal is analyzed
on a balanced homodyne detector, as a function of the relative phase of the two
pulses injected in the Mach Zehnder. The sum photocurrent noise is plotted as a
function of relative phase in Fig. 5.23(b) (red curve).

5.7.4 Experiments in fiber involving soliton collision

It was already recognized in the early times of self-induced-transparency that so-
litons can collide, and pass through each other while conserving their properties.
Computer simulations have also shown this property to extend to solitons in fibers.
In the case of quantum solitons, the position and phase of one of the collision pro-
tagonist is modified by an amount dependent upon the velocity and photon number
(intensity) of the other. The phase change ∆ϕ1 of soliton 1, after colliding with
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soliton 2, can be approximated by [47, 51]:

∆ϕ1 ≈
4N2

Na3(32− 31)
, (5.165)

where 3i and Ni are the velocities and photon numbers of the respective solitons,
and Na3 the average photon number. The larger the photon number (intensity), the
larger the Kerr effect, dominated by mutual modulation, hence the dependence on
the photon number of the other soliton. The phase shift is inversely proportional to
the velocity difference: the larger the velocity difference, the shorter the interaction
time.

5.8 Noise measurements and cancelation

5.8.1 Phase, frequency noise and power spectral density

The limits of most measurements are set by various kinds of spurious signals which
can be defined as noise. They include perturbations caused mechanical vibration,
air currents, dark current noise in detectors, laser noise, etc. . . perturbations usually
uncorrelated with the data.

The topic of noise is quite exhaustive, as different theories have been establis-
hed for electronic noise, noise in communications, noise in frequency combs, soli-
ton noise, quantum noise. . . This topic has generated numerous complex books [19,
52] and articles. In most articles, the notations and nomenclature are derived from
radio frequency. In our representation of a complex field E(t) = (1/2)E(t)exp

[
i(ω`t +ϕ(t)

]
phase or frequency noise is generally caused by slow (compared to ω`) fluctu-
ations in the phase factor ϕ. As is traditional with RF oscillators [53], instead
of using the phase fluctuations in the time domain, one takes the Fourier trans-
form of ϕ(t) to define a ϕ(2πΩ) = ϕ( f ) with dimension of radian/Hz. The phase
noise Power Spectral Density (PSD) is traditionally defined as the mean square
deviation S ϕ( f ) = 〈ϕ2〉 =

∫ ∞
−∞

ϕ( f )2d f in units of radian2/Hz. Another popular
approach is to take the Fourier transform of the instantaneous frequency fluc-
tuation ν(t) = (1/2π)dϕ(t)/dt, take its Fourier transform ν( f ) = ν(2πΩ) in units
of Hz/Hz. The frequency noise PSD is defined as the mean square deviation
S ν( f ) = 〈ν2〉 =

∫ ∞
−∞

ν( f )2d f in units of Hz2/Hz. Given a source centered at fc, the
common measure of noise is its linewidth FWHM, which can be measured by he-
terodyning the source with a perfect monochromatic source and taking the FWHM
of the beat signal. Unlike the FHHW which is simply a number, the PSD is a
function of f . Analytical relations between the FWHM and the PSD can be found
in the literature for various noise statistics [53]. For instance, for a white frequency
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noise, the linewidth is simply related to the PSD at the central frequency:

∆ν = πS ν( fc). (5.166)

Most of these “trivial” noise mentioned at the beginning of this paragraph is
generally more troublesome at low frequencies, with its (PSD) showing a distribu-
tion roughly proportional to 1/ f (falling by 10 dB per decade of frequency). This is
only a coarse approximation, but the reason that most feedback loops are designed
with a gain decreasing with frequency by a factor 10 for each decade of frequency.

5.8.2 Shot noise

For an ideal photodetector of 100% quantum efficiency, the Poisson statistics of
a coherent optical beam is reflected in the photocurrent i. The photoelectron have

thus also a Poisson statistics, with the root mean square deviation
√
σ2

Ne =
√
〈N2

e −〈Ne〉
2〉=

√
〈Ne〉. In a bandwidth B, the average number of electrons is 〈Ne〉 ≈ i/Be. The

RMS noise current in a bandwidth B is then the square root of this number, times
the bandwidth and the electron charge e:

irms =
√

2eiB, (5.167)

where a mysterious factor 2 appears because of the equivalent noise bandwidth of a
one second averaging window is 0.5Hz [54]. Equation 5.167 can be used to define
a power signal to noise ratio:

S NR =
i2

i2rms
=

i
2eB

. (5.168)

The sensitivity of most measurement is directly related to the signal to noise
ratio. One classical method is to chop the signal and use a lock-in amplifier for
detection. Because of the 1/ f frequency dependence of the noise, a high chopping
frequency is desired, implying a high frequency lock-in amplifier. The ultimate
method to eliminate the low frequency noise is to send the laser beam in an interfe-
rometer (for instance Mach Zehnder or Michelson). One branch carries the signal
beam to be affected by the measurement, the other a reference beam shifted in
frequency. The shifting can be made by either an acousto-optic frequency shifter,
or an electro-optic modulator. An alternative is to use as a source a mode-locked
laser emitting two correlated combs [2]. The carrier frequency of these combs can
be as high as half the laser repetition rate, which can be in the GHz range [55].
The purpose of these frequency shifted methods is to have a beat signal translated
up to a high frequency outside of the 1/ f region, where the background noise is
low. These methods improve the power spectral density of the noise in the detected
signal, usually reaching the shot noise limit.
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5.8.3 Noise in Intracavity Phase Interferometry

Most optical measurement use an square law detector to measure a change in am-
plitude of a signal to be detected. They are therefore subject to the shot noise
limitation addressed in the previous section. This section describes another mea-
surement technique based directly on measuring the phase of an optical signal, in-
dependently of the amplitude, hence not directly subjected to the shot noise limit.
A single mode-locked laser can produce two frequency combs that are correlated.
Therefore, interfering these two frequency combs produces a beat note many orders
of magnitude narrower than a single mode of either comb. Using the mode-locked
laser with two pulses circulating in the cavity is a technique known as Intracavity
Phase Interferometry (IPI) [2]. The physical quantity to be measured induces a
relative phase shift ∆ϕ between the two pulses at each round-trip. As a result, the
two frequency combs issued from the laser have different optical frequencies, and
the superposition of these two combs produces a beating at a frequency proporti-
onal to the phase difference. As in heterodyne interferometry where a laser beam
is made to interfere with a frequency shifted (outside the “1/f” region) clone in
an interferometer, the noise is improved to the shot noise limit. Indeed, in IPI a
phase difference is measured in a time interval of one cavity round-trip time, or
≈ 10 ns, only affected by the noise components near 100 MHz. However, we are
not concerned with amplitude noise, since it is the frequency of the beat signal that
constitutes the measurement.

A topological sketch of ring and linear laser implementations is shown in
Fig. 5.24. Two pulses circulate in the cavities, meeting at a point indicated by
a cross. There is no phase coupling between the two pulses if the crossing point
is in a medium that does not backscatter. This can be obtained either by a flowing
saturable absorber, or an Optical Parametric Oscillator (OPO) crystal as a gain me-

Figure 5.24: (a) Typical IPI response (b)Sketch of a ring cavity for IPI. (c) Sketch of a
linear IPI cavity.
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dium (the crossing point is then controlled by the delay between two oppositely
directed pump pulses), or by having the circulating pulses be orthogonally pola-
rized. In Fig. 5.24, GT designates the end mirror that can be a Gires-Tournois
interferometer for enhancement of the IPI response [56].

The beat note frequency ∆ν measured in IPI is:

∆ν = ν
∆L
L

=
∆ϕ

2πτph
, (5.169)

where ν is the optical frequency, ∆L the difference between the two arms of the
interferometer, L the cavity length, and τph the cavity round-trip time at the phase
velocity.

A crude estimate of the quantum limit of IPI measurements can be made using
the uncertainty relation between phase and photon number (5.74). Let us consider
an IPI laser with a P = 10 mW power, producing a beat note with a bandwidth
∆νb ≈ 1Hz, which corresponds to a phase shift resolution of 10−8 radian as in refe-
rence [3]. The photon flux being P/hν, during the measurement time of 1/∆bν = 1
s The photon number 〈N〉 is:

〈N〉 ≈
P

hν∆bν
≈

10−2

6.6 ·10−34×3 ·1014 = (1/20)1018. (5.170)

Assuming a coherent beam, the minimum phase uncertainty is:

∆ϕmin ≈
1

2〈∆N〉
=

1
2
√
〈N〉
≈ 0.25 ·10−8, (5.171)

estimate remarkably close to the measured value in reference [3].
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Chapter 6

Ultrashort Sources I -
Fundamentals

6.1 Introduction

The standard source of ultrashort pulses is a mode-locked laser. Fundamental
properties of the radiation emitted by such a source, both in time and frequency
domains, are presented in this first section. Section 6.2 exposes the main theore-
tical models to predict the shape of the pulses generated in such a laser. General
considerations about the evolution of the pulse energy are given in Section 6.3.
Section 6.4 is dedicated to the analysis of the main components of the laser, out-
lining the mechanism of pulse shaping of each element (or groups of elements).
Of course, the laser resonator itself has its role in the mode-locked operation. The
remainder of this chapter, Section 6.5 is therefore dealing with the properties of the
laser cavity.

6.1.1 Superposition of cavity modes

Central to the generation of ultrashort pulses is the laser cavity with its longitudinal
and transverse modes. A review of the mode spectrum of a laser cavity is contained
in Section 6.5.1. “Mode-locked” operation requires a well defined mode structure.
As will be shown below, mode-locking refers to establishing a phase relationship
between longitudinal modes. A transverse mode structure will generally contribute
to amplitude noise (at frequencies corresponding to the differences between mode
frequencies). Most fs lasers operate in a single TEM00 transverse mode. A typical
laser cavity can support a large number of longitudinal modes. In the absence of
transverse mode structure, we can consider that the laser can operate on any of the
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Figure 6.1: Spectral amplitude of a set of equally spaced cavity modes (a), and possible
field amplitudes in the time domain, (b) and (c), that belong to this spectrum. In (b), the
modes have a random phase distribution. In (c), all modes are “locked” to the same phase.

longitudinal modes of index m, whose frequency νm satisfies the condition

νm =
mc

2
∑

i ni(νm)Li
≡

mc
2n(νm)L

(6.1)

where m is a positive integer and ni(νm)Li is the optical pathlength at the frequency
νm of the cavity element i of length Li. The total pathlength OL =

∑
i ni(νm)Li is

the sum of the optical pathlengths of all cavity elements. We will formally write
OL = n(ν)L, where L is the geometrical cavity length and n is an effective average
refractive index. We will first consider the ideal textbook case where the mode
spacing ∆ = νm+1− νm = c/(2nL) is constant, which implies that n is nondispersive
for frequencies within the laser gain bandwidth.

The electric field of a laser that oscillates on M adjacent longitudinal modes of
frequency ωm = 2πνm = ω` + 2πm∆ with equal field amplitude E0/2 can be written
as

Ẽ+(t) =
1
2
Ẽ(t)eiω`t =

1
2
E0eiω`t

(M−1)/2∑
m=(1−M)/2

ei(2mπ∆t+φm), (6.2)

where we now count m from (1−M)/2 to (M−1)/2. Here φm is the phase of mode
m, which is random for a free-running laser. The mode spectrum is centered about
a cavity mode of frequency ω` = 2πp∆, where p is a large positive integer. The
laser field, except for a phase factor, is a repeating pattern with a periodicity of
1/∆, since, for any integer q,

Ẽ+

(
t +

1
∆

q
)

= Ẽ+(t)eiω`q/∆ (6.3)
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as can be verified using Eq. (6.2). This periodicity is the cavity round-trip time
τRT = 1/∆. For random phases φm, the average laser intensity 〈I〉= ME2

0/(2
√
µ0/ε)

is the sum of the intensity of the individual modes. This follows from the fact that
the length of the sum vector of M unit field vectors of random phase, cf. Eq. (6.2),
is equal to

√
M.

For any particular distribution of phases, the time dependent laser power can
be written as:

P(t) ∝ E2
0[M + f (t)]. (6.4)

Here | f (t)| < M carries the information on the time dependence of the periodic
laser output. This follows from the fact that the length of the sum vector of M unit
vectors of random phase is equal to

√
M (random walk). Note that each member

of the sum in Eq. (6.2) represents such unit vector.
Forcing all the modes to have an equal phase φ0 — a procedure called “mode-

locking” — implies in the time domain that all the waves of different frequency
will add constructively at one point, resulting in a very intense and short burst of
light [Fig. 6.1(c)]. For the case of M oscillating modes of equal amplitude the sum
in Eq. (6.2) can be calculated analytically and the total electric field is

Ẽ+(t) =
1
2
Ẽ(t)eiω`t =

1
2
E0eiφ0eiω`t sin(Mπ∆t)

sin(π∆t)
. (6.5)

For large M this corresponds to a train of single pulses spaced by τRT = 1/∆. The
“duration” of one of such burst, τp , can be estimated from Eq. (6.5):

τp ≈
1

M∆
. (6.6)

If we identify M∆ with the spectral width ∆ν of the laser output we recognize the
relationship τp ≈ 1/∆ν from Chapter 1. The ratio τRT/τp is thus a measure of the
number of longitudinal modes oscillating in phase. For example, to produce a train
of 10-fs pulses with a period of 10 ns about 106 modes are required.

At the pulse peak the contribution of the M modes add constructively to pro-
duce a field amplitude E(t = tpeak) = ME0. Unlike the case of the random super-
position of modes, the peak intensity is now equal to the product of the intensity
of a single mode and the square of the number of modes: I(t) = E2/(2

√
µ0/ε) =

M2E2
0/(2

√
µ0/ε). Note that both the free-running and mode-locked laser described

here have identical mode combs given by Eq. (6.2) (sketched in Fig. 6.1). Within
that description, the average power of the free-running and mode-locked train are
both equal to M times the power of each mode1. The peak power of the pulsed

1This is a coarse approximation that does not consider the interaction of the light with the gain
medium. In an actual laser, the emission of each mode is not the same in cw or mode-locked opera-
tion.



302 CHAPTER 6. ULTRASHORT SOURCES I - FUNDAMENTALS

output exceeds that of the cw free-running laser by a factor M.

6.1.2 Cavity modes and modes of a mode-locked laser

The above description assumes equally spaced modes. This is no longer true if the
refractive index is a function of frequency, n = n(ν), which is the case for a typical
laser cavity. The mode-spacing at frequency ν can be estimated by

∆(ν) ≈
c

2Ln(ν)

[
1 +

ν

n(ν)
dn
dν

]−1

. (6.7)

To derive this results we approximated n(νm+1) ≈ n(νm) + dn
dν∆ in Eq. (6.1). The

actual frequency dependence of the mode spacing depends on the cavity dispersion
that was lumped into n(ν). The Fourier transform of a non-uniform frequency comb
is a non periodic, non-uniform pulse train. To illustrate this point we consider a
cavity dispersion that leads to a mode spacing that varies linearly with the mode
index. The frequency of cavity mode m can then be written as

ωm = ω` + 2π(1 + mγd)m∆, (6.8)

where γd is the dispersion coefficient. The superposition of M cavity modes of
equal amplitude and phase produces an electric field

Ẽ+(t) =
1
2
Ẽ(t)eiω`t =

1
2
Ẽ0eiω`t

(M−1)/2∑
m=(1−M)/2

ei2π(1+mγd)m∆t. (6.9)

Unlike in the case of equally spaced modes shown in Eqs. (6.2) and (6.3), the
field amplitude, the intensity and the power P(t) are not periodic. At t = 0 all
cavity modes are in phase producing the maximum possible field amplitude. After
one round trip the modes still interfere mostly constructively and produce another
pulse with a somewhat smaller amplitude. This scenario persists over a number
of round trips until, roughly speaking, the mode at the end of the spectrum [mode
index (M − 1)/2] becomes π out of phase with the central mode. From Eq. (6.9)
one expects this to happen after about qM ≈ 2(M2γd)−1 round trips. Note that
we can interpret the term quadratic in m in Eq. (6.9) as a phase term for mode
m that changes with time. Depending on the actual value of ∆ and γd further
round trips lead to random superposition of modes with different phases. As a
result the individual pulses become broader, have unequal spacing and fluctuating
amplitudes.

Figure 6.2 shows as an example the maximum of the field amplitude during
one round trip as a function of the round trip number for M = 101 and γd = 10−5.
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Figure 6.2: Pulse train produced by a set of M = 101 cavity modes whose frequencies
are not equally spaced, ωm = ω` + 2π(1 + mγd)m∆, where γd = 10−5.

So far we have referred to modes of a hypothetical cavity and their superposi-
tion. In a mode-locked laser, even though n = n(ν), the pulse spacing (in time) and
the mode spacing (in frequency) are constants 2. The theory of the mode-locked
laser shows this transformation of the unequal mode spacing of the passive cavity
into a perfect comb to be the result of an interplay of dispersion and nonlinear
optical processes. Before elaborating on this surprising result, let us describe two
sets of experiments that further demonstrate the difference between cavity modes
and the Fourier transform of a mode-locked laser. The experiments were perfor-
med on a standard Ti:sapphire linear laser as depicted in the left of Fig. 6.3. In a
first experiment the laser was operated in continuous-wave (cw) mode. The band-
width and center frequency of that laser can be controlled by translating intracavity
slits [1,2]. The beat frequency of longitudinal modes that oscillate in a narrow fre-
quency spectrum equals the mode spacing frequency ∆. It was found that the mode
spacing frequency is not a constant across the tuning range of the laser, but follows
the expected frequency dependence given by Eq. (6.7). The inverse mode spa-
cing frequency would correspond to the pulse repetition frequency if the laser were
mode-locked and the spectrum limited to a narrow range about ν. Mode-locking
that laser is similar to the orthodontist intervention on the mode comb.

One can perform a similar measurement on the same laser, mode-locked after
opening the bandwidth limiting slit, and selecting a particular wavelength range of

2The Fourier transform of a regular pulse train is a comb of frequency spikes. Here the term
”mode spacing” refers to the spacing between the teeth of that comb, and not between the actual
longitudinal modes of the laser cavity.
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Figure 6.3: Top left: a standard Ti:sapphire laser operated in cw mode. As the wavelength
(optical frequency) is being tuned, the beat note between adjacent modes changes due to
dispersion of the cavity. Bottom left: the same laser is mode-locked, and portions of the
output spectrum are selected with a spectrometer. The “mode spacing” of the fs comb
is recorded as a function of wavelength (bottom right) either with a frequency counter or
spectrum analyzer. The small change of the repetition rate arises from a thermal expansion
of the cavity during the measurement. (D - detector, C - counter or spectrum analyzer, SP
= spectrometer)

the spectrum with a spectrometer, as sketched on the lower left of Fig. 6.3. The
laser emits a train of pulses of 9 fs duration, spanning a 200 nm broad spectrum.
A 0.2 nm bandwidth of the output spectrum of the laser is selected with a spectro-
meter and sent onto a fast photodiode. The signal was recorded with a frequency
counter and a spectrum analyzer [3] as shown on the lower right of Fig. 6.3. The
sensitivity of the spectrum analyzer (spectral resolution 1 Hz) allows the measure-
ment to extend far into the wings of the mode-locked spectrum, greater than 50 dB
down from the center peak. The repetition rate of the different wavepackets does
not vary as a function of frequency or wavelength over a total span of 250 nm. It is
the nonlinear phase shift due to the mode-locking mechanism (in this case the Kerr-
modulation) that compensates for the group velocity dispersion. Such a result is
expected, since the different wavepackets formed with any group of modes should
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all travel at the same group-delay, or they will not produce a pulse that “stays to-
gether” after several round trips. It is also consistent with the Fourier transform of
an infinite train of equally spaced pulses, which produces a comb of equally spaced
spectral components.

A recent experiment [4] with a stabilized laser has confirmed that “teeth” of
the frequency comb, which is the Fourier transform of the pulse train, are equally
spaced throughout the pulse bandwidth to 3.0 parts in 1017.

6.1.3 The “perfect” mode-locked laser

The “perfect” mode-locked laser produces a continuous train of identical pulses
at a constant repetition rate. Such a “perfect” mode-locked laser has to be stabi-
lized to minimize, for example, length fluctuations due to thermal expansion and
vibrations.

A mode-locked fs laser requires a broadband gain medium, which will typi-
cally sustain over 100,000 longitudinal modes. The train of pulses results from the
leakage of a single pulse travelling back and forth in a cavity of constant length.
The round-trip time of the cavity is thus a constant, implying a perfectly regular
comb of pulses in the time domain. The frequency spectrum of such a pulse train is
a perfect frequency comb, with equally spaced teeth, at variance with the unequal
comb of longitudinal modes of a non-mode-locked cw laser.

The historical and standard textbook definition of “mode-locking” presented
in the previous section originates from the description of the laser in the frequency
domain, where the emission is considered to be made up of the sum of the radiation
of each of these (longitudinal) modes. This description can still be applied to the
“ideal” mode-locked laser considered in this section, if a fictitious perfect comb
with equal tooth spacing is substituted to the real longitudinal modes of the cavity.
This frequency description of “mode-locking” is equivalent to having, in the time
domain, a continuous single frequency carrier, sampled at equal time intervals τRT

by an envelope function, as shown in the top part of Fig. 6.4.
Our ideal mode-locked laser emits a train of equally spaced pulses with a period

τRT , which corresponds to a comb of modes in the spectral domain whose spacing
is constant, ∆ = 1/τRT . Consequently the mode frequency can be expressed as

νm = f0 + m∆ = f0 +
m
τRT

, (6.10)

where m is the mode index that now starts at m = 0. Note that f0 < ∆ is non-zero
in general. This is different from the “cold” cavity referred to in the introduction
of this chapter, where the mode frequencies are solely determined by the optical
pathlength of the cavity Ln(ν). In cases where the index can be approximated by a
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constant over the gain bandwidth, the group velocity is equal to the phase velocity,
and the mode frequencies are integer multiples of ∆.

While the pulse envelope peaks again exactly after one round trip time τRT the
phase of a mode with index m changes by

2πνmτRT = 2π f0τRT + 2πm∆τRT = 2π f0τRT + 2πm. (6.11)

Apart from multiples of 2π each mode acquires an additional phase with respect to
the pulse envelope

φCE = 2π f0τRT . (6.12)

This is illustrated in Fig. 6.4. Since the phase shift φCE is independent of the mode
index it leads to a slippage of the phase of the carrier frequency with respect to the
pulse envelope. The frequency f0 responsible for this slippage is called “carrier
to envelope offset” (CEO). One can also interpret the relative shift of envelope

Figure 6.4: Top: a pure carrier at a frequency νN is modulated periodically by envelopes,
at regular time intervals τRT . Bottom: the corresponding frequency picture. A comb of δ
functions in frequency, is extended to near zero frequency. The frequency f0 of the first
“mode”is the carrier to envelope offset.

and carrier as the result of the difference of phase and group velocity. An average
group velocity can be defined as 3̄g = 2L/τRT . The time a phase front of a mode of
index N needs to complete one roundtrip (2L) is N/νN , which suggest to define an
average phase velocity 3̄p = 2Lνn/N. The delay between the pulse envelope and an
arbitrary point on the phase front can now be written as

τCE = 2L
(

1
3̄g
−

1
3̄p

)
= (τRT −N/νN), (6.13)
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which yields for the phase

φCE = 2πνNτCE = 2π(τRTνN −N). (6.14)

It is only when f0 = 0 that the repetition rate is an integer number of optical cycles
of an oscillating mode, cf. Eqs. (6.14) and (6.12).

The ability to measure (or control) f0 implies that one is able to establish a link
between the optical frequencies of the mode comb (νm) and the radio-frequency
(1/τRT ). Let us assume for instance that one optical mode at νN of the laser is
linked to an optical frequency standard and that f0 = 0 so that there are N optical
cycles 1/νN within the pulse period τRT . Under these conditions, the repetition rate
can be considered to be a radio-frequency standard with a relative linewidth, ∆ν/ν,
N times narrower than that of the optical reference.

The existence of a perfectly regular frequency comb has revolutionized the field
of metrology. Such a comb can be used as a ruler to measure the spacing between
any pairs of optical frequencies ν1 and ν2. The technique is similar to a standard
measurement of length with a ruler. One measures the beat note ∆ν1 between the
source at ν1 and the closest tooth —assigned the index m1 — of the frequency
comb, as well as the beat note ∆ν2 between the source at ν2 and the neighboring
tooth m2 of the frequency comb. The frequency difference between the two sources
is ν2− ν1 = ∆ν2−∆ν1 + (m2−m1)/τRT .

We will discuss the frequency rulers and the mode-locked laser as time standard
in Chapter 14. Details on stabilization techniques as well as frequency standards
can be found in ref. [5].

6.1.4 The “common” mode-locked laser

The expression “mode-locking” suggests equidistant longitudinal modes of the la-
ser cavity emitting in phase. As mentioned in the previous section, this frequency
description of “mode-locking” is equivalent to having, in the time domain, a con-
tinuous single frequency carrier, sampled at equal time intervals by an envelope
function. Unless sophisticated stabilization techniques as described in section 14.4
are used, an ordinary mode-locked laser does not at all fit the above description. We
shall use the term common mode-locked laser when the cavity length is not stabili-
zed across the spectrum. In such a common situation, each cavity mirror is subject
to vibrational motions. A typical mechanical resonance is around 100 Hz, with a
motion amplitude ∆L of up to 1 µm. Because of that motion, the position of the
longitudinal modes of the cavity is not fixed in time. As the cavity length L drifts,
so does the mode frequency νm and the repetition rate 1/τRT . From Eq. (6.10), we
can express the change in mode frequency ∆νm due to a change in cavity length
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∆L:

∆νm =

(
d f0
dL

+ m
d∆

dL

)
∆L =

d f0
dL
−

m
τ2

RT

dτRT

dL

∆L. (6.15)

It depends on the specifics of the mode-locked laser how the CEO f0 and and the
round-trip time (group velocity) vary individually with L.

Pulse train coherence

Because of this change of the carrier frequency, the repetition rate and the car-
rier to envelope offset, one can no longer talk of an output pulse train made of
identical pulses. The difference between the properties of the radiation from an
ultra-stable “frequency comb” as opposed to the common “mode-locked laser” can
be established in a coherence measurement. Coherence can be measured with a
Mach-Zehnder interferometer, as sketched in Fig. 6.5. In the case of a single pulse,
the interference contrast is zero for an optical delay ∆x of the interferometer excee-
ding the coherence length of the pulse. The interferogram will resemble that shown
in Fig. 2.3. In the case of a pulse train from a “perfect” mode-locked laser, as the
delay of the interferometer is being scanned, an identical fringe pattern re-appears
at delays equal to an integer multiple q of the pulse spacing τRT . In a “common”
mode-locked laser, the visibility of these re-occurring fringes will decay with in-
creasing q. To explain this loss in fringe contrast let us assume that at each delay
∆x we measure a signal from N pulse pairs. The signal at the detector

S (q,∆x) = η2
N∑

i=1

〈
E(t)

[
cos(ω`t +φi) + cos

(
ω`t +φi+q + k∆x

)]2
〉
. (6.16)

Here φi is the relative phase of the carrier with respect to the peak of the pulse
envelope and 〈〉 denotes time integration over the pulse envelope and carrier period.
After performing the time integration we obtain

S (q,∆x) = W0

N∑
i=1

[
1 + cos

(
φi−φi+q− k∆x

)]
, (6.17)

where W0 is the energy of one pulse pair. Since N is typically a large number∑
cos

(
φi−φi+q− k∆x

)
≈ 0 if the phase difference δφi = φi −φi+q is random, which

results in zero fringe contrast.
The change in cavity length ∆L will result in a mode shift ∆νm given by

Eq. (6.15), resulting in a total phase shift q∆νmτRT . Let us use as an estimate
for ∆νm the value of νm∆L/L. The fringes will disappear for the value of ∆L that
makes this phase shift of the order of unity. Since ∆νm is an optical frequency, it
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Figure 6.5: Pulse train coherence measured by a Mach-Zehnder interferometer. (a) A
fringe pattern is observed around delays that are multiples of the pulse period, mτRT . The
fringe contrast deteriorates with increasing m for trains from “common” mode-locked la-
sers. (b) The coherence of an unknown source A can be measured by optical beating with
an ideal reference source B, provided both sources have the same repetition rate. An op-
tical delay is required to ensure that the pulse of each train interfere at the detector. The
bandwidth of the beat note carries the information on the coherence properties.

takes only a few round-trips in a typical laser to reach that value. It has been possi-
ble, however, to stabilize lasers to have a pulse train coherent over delays 14 orders
of magnitude larger than the single pulse duration or q ≈ 108, as will be shown in
Chapter 14.

The method discussed above is obviously not practical for measuring the cohe-
rence of a pulse train over many inter-pulse spacings as the required optical delay
line can exceed hundreds of km. Another method to measure the coherence of a
common source A is to compare it with a perfectly coherent source B (lower part
of Fig. 6.5). Let us assume that both mode-locked lasers are locked3 to the same

3This “locking” does not necessarily imply stabilization: a synchronously pumped optical para-
metric oscillator and its pump laser have by design the same repetition rate. So does the two outputs
of a bidirectional mode-locked ring laser.
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repetition rate 1/τRT . From Eq. (6.15), it results that the mode-frequency fluctu-
ations are all equal to carrier-to-envelope fluctuations dνm/dL = d f0/dL if τRT is
constant. Let us assume that the CEO of source (B), fB,0, is kept constant by a
control unit while the carrier frequency of source (A), fA,0, is let to fluctuate. If the
two pulse trains are made to interfere on a detector, a beat note will be observed.
Using Eq. (6.10) to define the frequencies of the mode combs we find for the beat
frequency

fb(t) = | fB,0− fA,0(t)|. (6.18)

The observation of fb(t) over a certain time period allows one to measure the band-
width of this beat note. The inverse of the bandwidth is the coherence time of
the source (B). A convolution of the bandwidths of each source is involved if the
CEO’s of both sources fluctuate.

As an example, Fig. 6.6 shows the beat note and and its spectrum produced by
two pulse trains of equal repetition rate. In this particular case of an unstabilized
laser source, mechanical vibrations constantly change the cavity length, resulting
in excursions of the cavity mode frequency of the order of one MHz. The beat
note bandwidth however can be extremely narrow (≈ 1 Hz) if, as is the case in
Fig. 6.6, identical cavity length fluctuations in the two resonators from which the
interfering pulse trains originate. This large degree of mutual coherence indicated
by the narrow beat note bandwidth proves that the cavity does have an influence on
the pulse train.

There is a simple method to generate two pulse trains that have the same repe-
tition rate and are subject to the same cavity fluctuations. The method consists in
constructing a single ring or linear resonator that emits two pulse trains of the same
repetition rate but different mode frequencies, as will be described in Chapter 14.
The two pulse trains from such a source produced the beat note shown in Fig. 6.6.
A bandwidth of less than 1 Hz is observed due to the fact that the cavity length
fluctuations change the mode comb of the two interfering pulses in a similar way.

To illustrate this let us assume one of the mirrors moves with a constant velocity
3 relative to the cavity axis. In the time domain picture, both counterpropagating
pulses reflected off this mirror experience a Doppler shift ∆νdop = 2(3/c)νN . This
leaves the beat note (difference frequency) unchanged. It also is instructive to
analyze the mode comb of a cavity, which for simplicity we assume to be empty,
under the condition of a moving mirror. The cavity length changes according to
L0 + 3t. From Eq. (6.1), the mode comb frequencies the mode frequencies can be
expected to change according to

νm(t) =
mc

2(L0 + 3t)
. (6.19)
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Figure 6.6: Top: portion of a 1.5 second long beat note recorded between two femto-
second pulse trains of the same repetition rate. The two pulse trains are issued from a
common cavity. Lower figure: the Fourier transform of the full 1.5 s recording. The band-
width of the central peak of the beat note spectrum is only 1 Hz wide. The side peaks are
due to the fact that the beat note drifts over longer periods of time, due to a small rocking
motion of the optical table (gyroscopic response)and/or air currents (Fresnel drag).

For small velocities, the frequency change during on round trip τRT = 2d/c

∆νm = νm(t)− νm(t + 2d/c) =
23
c
νm(t) = ∆νdop (6.20)

is equal to the Doppler shift. These considerations are only valid within the approx-
imations that the change in cavity length at each round-trip is much smaller than
the wavelength, and that the relative change in velocity during a cavity lifetime is
small compared to unity. Thus for all practical situations relating to mechanical
vibrations of a cavity, the pulse frequency changes because of the Doppler shift
at each reflection on a moving mirror, but the Doppler shifted mode frequency νN

remains resonant with the cavity mode νm. A consequence of the equality between
the Doppler shift and the cavity resonance shift expressed by Eq. (6.19) is that the
cavity modes follow the same temporal evolution for both senses of circulation in a
ring cavity 4. This fact explains why pulse trains generated in opposite sense of cir-

4In that particular case the repetition rate is locked to the same value, and both terms in Eq. (6.15)
are equal for both intracavity pulses.
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culation in ring cavities can be mutually coherent. Figure 6.6 is thus also a demon-
stration that the pulse train emitted by an unstabilized laser possesses properties
pertinent to the resonator. This fact in itself is remarkable, considering that radi-
ation should completely fill a cavity in order to define the cavity modes, and that
a femtosecond pulse occupies only one part in a million of the cavity length. The
beat note of Fig. 6.6 is an indication that the femtosecond pulse has started from
noise distributed over the whole laser, noise that contained the mode structure of
the cavity and maintained it through the compression process, shaping and evolu-
tion towards the fs pulse. The 1 Hz bandwidth of the beat note in Fig. 6.6 signifies
that the mode structure of the cavity is remembered over at least 108 round-trips.

Time- versus frequency-domain description of a mode-locked laser

There are two basic approaches to describe the operational principle of a “perfect”
mode-locked laser: the frequency, and the time-domain approach. The frequency-
domain picture that we have stressed so far considers the oscillation of a number
of equally spaced (by ∆) longitudinal modes of amplitude Em and phase φ0, whose
frequencies νm are given by Eq. (6.10). Some mechanism is then introduced to lock
the relative phases of the modes to each other so that their coherent superposition
produces a periodic pulse train in the time domain:

Ẽ(t)eiω`t =

M∑
m=1

Emeiφ0ei2πνmt. (6.21)

This locking can be accomplished through active, passive, and a combination of
those techniques. Most femtosecond lasers utilize some kind of passive mode-
locking, where intensity-dependent loss and/or dispersion mechanisms favor pul-
sed over continuous radiation. The problem with the frequency-domain picture is
the difficulty to treat the various processes in the laser including the coupling bet-
ween the large number of modes to predict the pulse parameters M,Em, νm, and φ0.
Recall that the mode frequencies νm are not given by the dispersion of the “cold”
cavity, cf. Eq. (6.7), but establish themselves in the process of mode-locking. The-
refore the simple picture presented in the beginning of this chapter can only serve
as a qualitative description of the mode-locking process.

We have seen in the previous section that the frequency domain picture, in
which all longitudinal modes within the gain bandwidth oscillate in phase, is an
oversimplification. The ratio of the laser cavity length to the pulse duration would
be a measure of the number of modes oscillating in phase. Typically, for a meter
long laser producing a train of 100 fs pulses, there would be over 100,000 lon-
gitudinal modes contributing to the pulse bandwidth. Because of the dispersion
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of the intracavity elements, the longitudinal modes are not equidistant over that
range. Moreover, since a real laser resonator is not infinitely rigid, one cannot even
talk of a fixed set of modes. Therefore, the most common approach to model a
mode-locked laser is to analyze, in the time domain, the shaping mechanisms of
one (sometimes more) pulse(s) travelling back and forth in a linear cavity, or ci-
rculating in a ring cavity. This is the description that will generally be followed
in this book, and in particular in this chapter, Sections 6.2 and 6.3. In this pic-
ture the function of the cavity is not to establish a comb of modes but rather to
force the circulating field to interact periodically with the cavity elements. Most
analyses follow one of two main routes - (i) the evolution of the pulse from noise
(spontaneous emission) and (ii) the characterization of a “steady-state” where the
circulating pulse reproduces itself after an integer number (ideally one) of round
trips. In either case, the result is the complex pulse envelope Ẽ(t) rather than the
frequency domain parameters M, νm and, Em.

In the case of passive mode-locking, some intensity dependent loss or disper-
sion mechanism is used to favor operation of pulsed over continuous radiation.
Another type of mode-locking mechanism is active: a coupling is introduced bet-
ween cavity modes, “locking” them in phase. Between these two classes are “hy-
brid” and “doubly mode-locked” lasers in which both mechanisms of mode locking
are used. In parallel to this categorization in “active” and “passive” lasers, one can
also classify the lasers as being modulated inside (the most common approach) or
outside (usually in a coupled cavity) the laser.

6.1.5 Basic elements and operation of a fs laser

There are a few basic elements essential to a fs laser:

• a broadband (∆νg� 1 THz) gain medium

• a laser cavity

• an output coupler

• a dispersive element

• a phase modulator

• a gain/loss process controlled by the pulse intensity or energy.

The items listed above refer more to a function than to physical elements. For
instance, the gain rod in a Ti:sapphire laser can cumulate the functions of gain
(source of energy), phase modulator (through the Kerr effect), loss modulation
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(through self lensing), and gain modulation. To reach femtosecond pulse durati-
ons, there is most often a dispersive mechanism of pulse compression present, with
phase modulation to broaden the pulse bandwidth, and dispersion (positive or ne-
gative, dependent on the sign of the phase modulation) to eliminate the chirp and
compress the pulse. It is the dispersion of the whole cavity that has to be factored
in the calculation of pulse compression. This interplay of nonlinear and dispersion
processes is responsible for the perfect (equally spaced) mode comb of the mode-
locked laser even if the dispersion of the “cold” cavity calls for unequally spaced
cavity modes.

The radiation builds up from noise as in any oscillator. In continuously pum-
ped lasers, the noise is due to spontaneous emission from the active medium. The
evolution from noise to a regular train of pulses has been the object of numerous
theories and computer simulations since the first mode-locked laser was operated
(see, for instance, [6]). The pump power has to exceed a given threshold Pth for
this transition from noise to pulsed operation to occur. This threshold is sometimes
higher than the power required to sustain mode-locking: a mode-locked laser will
not always restart if its operation has been interrupted. Such a hysteresis is someti-
mes observed with dye lasers, and is common with Ti:sapphire lasers. Generally,
it is a loss or gain modulation that is at the origin of the pulse formation.

Emergence of a pulse from noise is only the first stage of a complex pulse evo-
lution. Subsequently, the pulse — which may contain sub fs noise spikes and be as
long as the cavity round-trip time — will be submitted to several compression me-
chanisms that will bring it successively to the ps and fs range. Progress in ultrashort
pulse generation has resulted from the understanding of compression mechanisms
that can act at the shortest time scale. Most of this chapter will be devoted to the
analysis of the most common compression schemes. First, a loss (saturable absorp-
tion) and gain (synchronous pumping, gain saturation) mechanism will steepen the
leading and trailing edges of the pulse, reducing its duration down to a few ps.
Dispersive mechanisms — such as self-phase modulation and compression — take
over from the ps to the fs range.

There are mechanisms of pulse broadening that prevent pulse compression
from proceeding indefinitely in the cavity. The most obvious and simple broa-
dening arises from the bandwidth limitation of the cavity (bandwidth of the diffe-
rence spectrum of gain and losses). The bandwidth limit of the amplifier medium
has been reached in some (glass lasers, Nd:YAG lasers), but not all, lasers. Other
pulse width limitations arise from higher order dispersion of optical components
and nonlinear effects (four wave mixing coupling in dye jets, two-photon absorp-
tion, Kerr effect, etc. . . ).

The pulse evolution in a cw pumped laser leads generally to a “steady state,”
in which the pulse reproduces itself after an integer number of cavity round trips
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(ideally one). The pulse parameters are such that gain and loss, compression and
broadening mechanisms, as well as shaping effects, balance each other.

6.2 Circulating pulse model

6.2.1 General round-trip model

As mentioned in the previous section, the simplest model for a practical mode-
locked laser is that of a pulse circulating in the cavity. The pulse travels successi-
vely through the different resonator elements, each contributing to the pulse shaping
in a particular manner. The block diagram of Fig. 6.7 is the basis for the most com-
monly used theoretical description of such lasers. Which elements need to be con-
sidered and in which order will depend on the type of laser to be modelled. Each
block of the diagram of Fig. 6.7 can represent a real physical element or a function
rather than a physical element. For instance, the “saturable loss” in Fig. 6.7 can
represent either a saturable absorber, or the contribution of all elements that give
rise to an intensity or energy dependent transmission.

Figure 6.7: Schematic representation of the circulating pulse model describing a fs laser.

If we describe symbolically the action of each resonator element by an operator
function T i, the field after the (n + 1)-th round trip can be written in terms of the
field before that round trip as

Ẽ(n+1)(t) = (TNTN−1...T2T1) Ẽ(n)(t), (6.22)

where we have numbered the resonator elements from 1 to N. If the parameters of
the laser elements are suitably chosen, the fields Ẽ(i) will evolve towards a steady-
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state pulse, which reproduces itself (apart from a constant phase factor φ0) after
subsequent round trips, i.e., Ẽ(n+1) = Ẽ(n) for n being large enough. The resulting
steady-state condition

Ẽ(t)eiφ0 = (TNTN−1...T2T1) Ẽ(t), (6.23)

has been the basis for numerous analytical models5. These models usually assume
certain beam and pulse shapes with parameters that are determined from Eq. (6.23).
In most cases the operators have to be suitably approximated to allow for analytical
treatment. We will discuss this procedure in detail in the next sections. While the
analytical or semi-analytical solutions give much insight into the physical mecha-
nisms involved in fs lasers the complexity of the processes often calls for numerical
modelling.

The round trip model illustrated in Fig. 6.7 is well suited for a numerical treat-
ment. Starting from noise (spontaneous emission) the field is traced through each
cavity round trip. The main advantages of this approach are

• Ease of incorporating various processes and optical elements with complica-
ted transfer functions, leading to the modelling of virtually any laser.

• There is no need to make restrictive approximations for the transfer functi-
ons. This allows one for example to follow the evolution of both the temporal
and spatial field profile.

• The evolution of the mode-locked pulse from noise can be predicted as can
the response of the laser to external disturbances.

• One is not limited to the time or frequency domain. By using Fast Fou-
rier Transforms (FFT), one can chose to model any phenomena in the most
appropriate frame (for instance: phase modulation in the time domain, dis-
persion in the frequency domain)

Even though the transient evolution towards steady state may take thousands of
round trips, the modelling can generally be implemented with a personal computer.
The main disadvantage of a computer model that includes a plethora of processes
is that it is difficult to get a clear physical picture of the laser operation.

6.2.2 Continuous model

If the change in electric field introduced by each element of the cavity, at each
round-trip, is small, the pulse evolution can be modelled by a differential equation.



6.2. CIRCULATING PULSE MODEL 317

Figure 6.8: Representation of a fs laser as an infinitely long medium with the distributed
properties of the cavity

An additional simplification is to assume that the pulse evolves along the mode of
a stable cavity, and thus the spatial pulse evolution is decoupled from the tempo-
ral evolution. Since the change per element and per round-trip is assumed to be
infinitesimal, the order of the elements in the cavity does not matter, and the la-
ser is equivalent to an infinitely long medium, in which the resonator elements are
uniformly distributed (Fig. 6.8). This “continuous model” in which the resonator
elements are replaced by a uniform medium is similar to the propagation of a pulse
in a fiber.

The continuous model is aimed at searching for a stationary pulse, which is a
shape-preserving signal propagating through this model medium. Such a pulse is
called a soliton of first order or fundamental soliton. Pulses which reproduce after
a certain periodicity length are labelled solitons of higher order. In an actual laser,
the “higher order solitons” will reproduce after a given number of resonator round
trips. We have seen some examples of solitons in Chapter 3 and Chapter ??. One
of the simplest cavity model leading to solitons is that of a laser with linear gain
balancing linear losses, and a combination of self-phase modulation and dispersion.
This particular soliton model and the related equations are discussed in more detail
in the following section.

Solitons in femtosecond lasers

The existence of solitons is related to a particular structure of the equations gover-
ning propagation through the composite medium. No exact soliton solutions have
been found in any model incorporating most of the resonator elements. However,

5A more general definition expresses that the pulse reproduces itself every m round trips, i.e.
Ẽ(n+m) = Ẽ(n).
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Figure 6.9: Model used to describe a “soliton” laser. Only infinitesimal self-phase mo-
dulation (top part) and dispersion (bottom part of the figure) are applied on the pulse ci-
rculating in the cavity. Phase modulation leads to a time-dependent wave vector k(t) =

ω`n(t)/c =ω`n2|Ẽ|
2/c. The combined operation of phase modulation and dispersion results

in the equation written in the center of the picture for which soliton solutions are known
(nonlinear Schrödinger equation [7]). A steady state in which gain and loss compensate is
assumed.

several subsystems have been found to lead to soliton solutions. For instance, con-
sidering only the amplifier and an absorber as cavity elements, soliton solutions
can be found [8] which are related to the π and 2π pulse propagation, as detailed
in Chapter 4. Another subsystem that has been used considers the laser to consist
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only of a GVD and Kerr medium. It is this latter model, where absorption and
gain are assumed to balance each other exactly, that will be discussed here in more
detail.

The elegance of the theory is at the expense of simplifying assumptions that
are not quite compatible with a pulse formation mechanism. Since the only com-
pression mechanism assumed in the model presented below is purely dispersive,
there is no intensity dependent mechanism that could preferably amplify the noise
fluctuations of the laser in order to start the pulse operation. Even though the Kerr
effect is taken into account, one assumes that the self-focusing associated with it
has no influence.

The ring laser model reduces to a product of two operations, as sketched in
Fig. 6.9: phase modulation in the time domain (upper part of the figure) and disper-
sion in the frequency domain. Both operations are combined into a single equation
(see problem at the end of this chapter) shown in a square box in the middle of
Fig. 6.9.

This resulting expression is the nonlinear Schrödinger equation, which has
been analyzed in detail by Zakharov and Shabat [7], using the inverse scattering
method [9]. The problem is reduced to a search for eigenvalues of coupled diffe-
rential equations. The soliton is the eigenfunction associated with that eigenvalue.
The order of the soliton is the number of poles associated with that solution. A so-
liton of order 1 is a sech-shaped pulse. It exhibits a stable pulse shape, propagating
without distortion. Solitons of order n are periodic solutions with n characteristic
frequencies. Periodic evolution of the pulse train has been observed in some dye
lasers [10, 11]. Salin et al. [12] interpreted the periodicity in pulse evolution of a
fs laser as a manifestation of a soliton of order larger than 1. In the case of a dye
laser, however, the nonlinear Schrödinger equation is only a crude approximation
of the complex pulse evolution. For lasers with large gain, such that the continuity
approximation is no longer valid, periodic oscillation of the pulse energy can also
be observed [13, 14]. Despite the oversimplifications of this soliton model, it ap-
pears to describe certain features of the stationary operation of a fs Ti:sapphire
laser [15, 16]. For instance, the unchirped pulse that returns identical to itself after
each round-trip is associated with the soliton of order 1. With some minor changes
in alignment, a periodicity is observed in the pulse train. If this periodicity con-
tains m frequencies, it is often possible to represent the pulse by a soliton of order
n = m−1.

Before we give a detailed description of the evolution of various pulse parame-
ters and the role of the most common cavity elements, in the next two sections, the
basic features of a numerical model and an analytical approach will be explained.
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6.2.3 Elements of a numerical treatment

Because of its central importance in the description of the pulse evolution let us
first elaborate on the successive treatment of processes in the time and frequency
domain. If a single cavity element represents several processes it is often conve-
nient to divide it into thin slices. The term “thin” means that the change in the
complex pulse envelope caused by one slice is small. In this case the order of pro-
cesses considered in one slice is unimportant. The choice about which processes
are treated in which domain (time, frequency, spatial frequency) is made based on
numerical or analytical convenience and feasibility. Gain and the Kerr effect are
typically dealt with in the time domain ((x,y,z, t) space) while free-space propa-
gation and dispersion are usually treated in the frequency domain ((kx,ky,z, t) or
(x,y,z,Ω) space). For example, if gain and dispersion occur in one element, for
each slice one has to solve a differential equation in the time domain to deal with
the gain and subsequently treats the effect of the dispersion and diffraction in the
frequency domain.

Figure 6.10 illustrates the procedure for the sequence of an element (or slice)
with gain, free space propagation, phase modulation and dispersion. The illus-
tration starts with an electric field Ẽ1(x,y,z, t) = Ẽ1(x,y,z, t)eiω`t entering the gain
medium. This could be noise if we want to simulate the pulse evolution. This first
step where all processes but the gain are neglected can formally be written using a
transfer operator Tg.

Ẽ2(x,y, t) = Tg(t)Ẽ1(x,y, t). (6.24)

In practice one solves the differential equations derived in Chapter 3 and Chap-

Figure 6.10: Illustration of some of the main elements and processes in a circulation
model that describes pulse evolution in a laser. The numbers refer to the subscript of the
electric field before and after a certain element or process.

ter ?? for a medium with population inversion. The next step involves propagation
over a distance LP. This diffraction problem is best described in the frequency
domain. Fast Fourier-transform (FFT) algorithms are applied to obtain Ẽ2(Ω, x,y).
In Fresnel approximation the propagation step through free-space is described by
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Eq. (1.245):

Ẽ3(x,y,Ω) =
iΩ

2πcLP
eiΩLP/c

∫ ∫
dx′dy′Ẽ2(x′,y′,Ω)

×exp
{
−

iΩ
2LPc

[
(x′− x)2 + (y′− y)2

]1/2
}
. (6.25)

Inverse FFT then produces the output in the time domain Ẽ3(x,y, t). Except for
pulses of a few optical cycles or shorter the approximation Ω ≈ ω` can be made
in the terms preceding the integral and in the exponent in the integral. As explai-
ned in Chapter 1 this is equivalent to separating the space and time effects upon
propagation.

The next element introduces a phase modulation. Let us assume that through
some effect the (nondispersive) refractive index of the material is modulated in
time and/or space, n = n(x,y, t). Its effect on the pulse is advantageously described
in the time picture

Ẽ4(x,y, t) = Ẽ3(x,y, t)exp
[
−i
ω`
c

n(x,y, t)LM

]
. (6.26)

Note that the pulse envelope |E(t)| does not change while the pulse spectrum and
spatial frequency spectrum are modified due to the action of such a phase modula-
tor.

As detailed in Chapter 1, cf. Eq. (1.178), a dispersive element is characterized
by its (linear) transfer function, which for a dispersive path of length LD is simply
the propagator exp[−ik(Ω)LD] with k = Ωn(Ω)/c. Thus

Ẽ5(x,y,Ω) = Ẽ4(x,y,Ω)exp
[
−i

Ω

c
n(Ω)LD

]
. (6.27)

The necessary input field is obtained after FFT of the output of the phase modulator.
This procedure is continued until all resonator elements are taken into account.

The final output pulse ẼN(x,y, , t) is then coupled back into the first element (gain
in our case) to start the next round-trip.

As pointed out earlier, the treatment of a single cavity element may require
a procedure as just described. This, for example, is true for the gain crystal in
a Kerr-lens mode-locked laser. This element is responsible for gain, dispersion,
self-lensing and diffraction (beam propagation). The procedure is exemplified in
Fig. 6.11. The crystal is divided into slices of thickness ∆z and the various effects
are dealt with one at a time in each slice. At the beginning of each slice the pulse
properties are defined by the complex amplitude Ẽ(z,r, t) = E(z,r, t)exp(ϕ(z,r, t)).
At the end of each slice we obtain Ẽ(z+∆z,r, t) which acts as the input for the next
slice, z +∆z→ z.
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Figure 6.11: Successive calculations to be made to propagate a pulse through each slice
∆z of a gain crystal. FT and IFT stand for Fourier transform and inverse Fourier transform
and indicate that the treatment of dispersion can conveniently be done in the frequency
domain.

In order to study the switch-on dynamics of a fs laser one starts from noise.
The noise bandwidth is roughly given by the width of the fluorescence curve of
the amplifier while its magnitude corresponds to the light emitted spontaneously
into the solid angle defined by the cavity modes. In most cases the particular noise
features vanish after few round trips and the final results are independent of the
field originally injected. Figure 6.12 shows as an example the development of
the pulse envelope, instantaneous frequency, and energy as a function of round
trips completed after the switch-on of the laser mode-locked with a slow saturable
absorber. Obviously the pulse parameters become stationary after several hundred
round trips, which amounts to several microseconds.

6.2.4 Elements of an analytical treatment

A number of approximate analytical procedures has been developed by New [18,
19] and Haus [20] to describe the steady state regime. The problem often reduces to
finding a complex pulse envelope Ẽ(t) that satisfies the steady state condition [20]:

Ẽ(t + h) =

N∏
i=1

TiẼ(t). (6.28)

Equation (6.28) states that the pulse envelope reproduces itself after each round
trip, except for a temporal translation h including a constant pase shift. The main
challenge is to find appropriate operator functions for the different resonator ele-
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Figure 6.12: (a) Evolution of pulse envelope (solid line) and instantaneous frequency
(dashed line) after switch on of the laser, and (b) corresponding steady-state pulse energy
(solid line), pulse duration (dashed line), and frequency (dotted line). The active media
were described by the density matrix equations introduced in Chapter 3. All pulse para-
meters including the average frequency develop as a result of the interplay of resonator
elements. No extra frequency selective element was necessary to limit the pulse duration
(normalized to the spectral width of the gain transition 2/T2g). (From [17].)

ments that are amenable to an analytical evaluation of Eq. (6.28). A convenient
approximation is to assume that the modification introduced by each resonator ele-
ment is small, which allows one to terminate the expansion of the corresponding
operator functions after a few orders. Another consequence of that approximation
is that the order of the resonator elements is no longer relevant. We will briefly
describe this approach here with a small number of possible resonator elements
and processes.

Some of the most frequently used operators representative of resonator ele-
ments are derived below. The transformation of the pulse envelope by a saturable
loss/gain can be expressed as

Ẽout(t) =

1 +
1
2

a(0)
a L̃

1−W(t)
Wsa

+
1
2

(
W(t)
Wsa

)2
 Ẽin(t). (6.29)

Equation (6.29) is the rate equation approximation (T2 → 0) of Eq. (??). The
expansion parameters are the small signal absorption coefficient (aa < 0) and the
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ratio of pulse energy density to the saturation density of the transition. Equa-
tion (6.29) applies to a gain medium with the substitutions aa→ ag and Wsa→Wsg.

The transfer function of a group velocity dispersion (GVD) element can be
derived from Eq. (1.184) and reads

Ẽout(t) =

{
1 + ib2

d2

dt2

}
Ẽin(t). (6.30)

For this expansion to be valid, the dispersion parameter b2 has to be much smaller
than τ2

p. In the case of a transparent medium of thickness d, b2 = k”d/2.
A corresponding expression for the action of a Kerr medium of length d is

Ẽout(t) =

{
1− i

k`n2d
n0
|Ẽin(t)|2

}
Ẽin(t) (6.31)

which can easily be derived from Eq. (4.67).
A linear loss element, which for example represents the out-coupling mirror,

can be modelled according to

Ẽout(t) =

{
1−

1
2
γ

}
Ẽin(t) (6.32)

where γ is the intensity loss coefficient (transmission coefficient).
Each resonator contains frequency selective elements which can be used to tune

the frequency. Such elements are for example prisms, Lyot-filters, and mirrors with
a certain spectral response. Together with the finite gain profile, they ultimately
restrict the bandwidth of the pulse in the laser. Let us assume a Lorentzian shape
for the filter response in the frequency domain H̃ = [1 + i(Ω−ω`)/∆ωF]−1 where
the FWHM ∆ωF is much broader than the pulse spectrum. After expansion up to
second order and re-transformation to the time domain:

Ẽout(t) =

1−
2

∆ωF

d
dt

+
4

∆ω2
F

d2

dt2

 Ẽin(t). (6.33)

If all passive elements are chosen to have an extremely broad frequency response,
the finite transition profiles of the active media act as effective filters. This can be
taken into account by using the operator defined in Eq. (??) for the media instead
of Eq. (6.29) derived from the rate equations.

The operator describing the pulse change at each round-trip is obtained by mul-
tiplying the transfer functions of all elements of the cavity, neglecting products of
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small quantities. To evaluate the steady state (6.28), Ẽ(t + h) can be conveniently
written as (1+h d

dt + . . .)Ẽ(t), leading to an integro-differential steady-state equation
for the complex pulse envelope. The type of laser to be modelled determines the
actual elements (operators) that need to be included. A parametric approach is ge-
nerally taken to solve the steady state equation. An analytical expression is chosen
for the pulse amplitude and phase, depending on a number of parameters. This
ansatz is substituted in the steady state equation, leading to a set of algebraic equa-
tions for the unknown pulse parameters. Several types of mode-locked fs lasers
have been modelled by this approach [21–24]. Changes in the beam profile due to
the self lensing effect have been incorporated [25, 26]. The transverse dimension
is included through a modification of the pulse matrices introduced in Chapter 2 to
include the action of the various active resonator elements [26].

6.3 Evolution of the pulse energy

Before proceeding with a discussion of the various processes of pulse formation
and compression, we will consider only the evolution of pulse energy in the pre-
sence of saturable gain and nonlinear losses. Based on the continuous model we
will derive rate equations that describe the evolution of the pulse energy on time
scales of the cavity round-trip time and longer. The rate equations will be written
in terms of derivatives with respect to time. To relate this to the spatial derivatives
used in the continuous model we apply

d
dz
≈

1
3g

d
dt

=
τRT

2L
d
dt
, (6.34)

where L is the cavity length. Through most of this section we will neglect the
transverse variation of the beam intensity (flat top beam) and diffraction effects.
If we assume a beam cross section area A we may refer either to the total pulse
energyW or the energy density W =W/A.

We will concentrate first on parameters that may lead to a continuous mode-
locked pulse train, as opposed to Q-switched mode-locking. Most broadband solid–
state laser media being used for short pulse operation have a very long gain lifetime.
As a result, there is a tendency for the intracavity pulse to grow until the gain has
been depleted. The laser operation thereafter ceases until the gain is recovered,
which takes a time of the order of the gain material lifetime (typically microse-
conds). The output of such a laser consists in bursts of “Q-switched-mode-locked”
pulse trains.

This first subsection is dedicated to straightforward linear cavities. The case
of ring cavities, and some linear cavities with two pulses per cavity round-trip, is
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more complex because it involves mutual coupling between counterpropagating
pulses in an absorber or nonlinear loss element.

6.3.1 Rate equations for the evolution of the pulse energy

Nonlinear element

The hypothetical laser to be considered here consists of a gain and a loss medium
whose parameters vary with the intensity and the energy of the evolving pulse, de-
pending on the time constant of the nonlinearity. Examples are saturable gain and
loss as described in detail in Chapter 3. A nonlinear element will be said to provide
negative feedback if it enhances the net cavity losses with increasing energy or in-
tensity. The reverse (cavity losses decreasing with intensity or energy) occurs for
a nonlinear element that provides positive feedback. “Saturable absorption” is an
example of positive feedback: the loss decreases with increasing intensity. Positive
feedback is needed for the establishment of a pulse train. It is generally desirable to
have a positive feedback dominating the nonlinearities of the cavity at higher inten-
sities. Examples of negative feedback are two-photon absorption and intracavity
second harmonic generation. It will be shown in Section 6.4 that Kerr lensing con-
tains both types of feedback. Another important example of positive and negative
feedback is found with semiconductor absorbers, as discussed in Section 7.5.

We will consider in this section a combination of positive and negative passive
feedback nonlinearities. The nonlinear losses can be expressed through their de-
pendence on the pulse energy density W. We assume that at a certain energy, a
negative feedback takes over, i.e. the loss start increasing with energy. The sim-
plest form of nonlinear loss that will show a transition from positive to negative
feedback is:

L(W) = LL + a(W−W0)2, (6.35)

whereW0 defines the energy at which the nonlinear losses switch over from satu-
rable losses (positive feedback) to induced losses (negative feedback). As we will
see when discussing specific examples of cavities, Eq. (6.35) is a second-order fit
for the actual energy dependence of the losses, hence LL is not simply a sum of the
linear losses, but may also contain a contribution from the nonlinear elements.

The saturable gain is another factor that determines the dynamics of the pulse
evolution in the cavity. We will show in an example of saturable absorption and
intracavity two-photon absorption (cf. Section 6.3.2) how the parameters LL, a and
W0 are related to those material parameters. In the case of mode-locking domi-
nated by self-lensing, we will show in Section 6.4.3 the connection between the
phenomenological parameters LL, a andW0 and properties such as the magnitude
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of the nonlinearity, the transverse dimension of the beam, the length and position
of the nonlinear element.

Rate equations

In the present derivation of the evolution of the pulse energy we will use a rate
equation approximation for the gain medium. Referring for instance to Eq. (3.80)
for a two level system, we can write for the population difference ∆N:

d∆N
dt

= −
I(t)∆N

IsT1
−

∆N −∆N0

T1
−

∆N +∆N0

2
R (6.36)

where I(t) is the laser intensity, R is a constant pumping rate6, and Ws = IsT1 is
the saturation energy density. ∆N0 is the equilibrium population difference in the
absence of the pump and laser field. For most gain media, the energy relaxation
time T1 is longer than the pulse duration. The above equation is equivalent to the
rate equation often used to model a gain medium:

d∆N
dt

= −
I∆N
I′sTp

−
∆N −∆N0

Tp
+ R′ (6.37)

which has a constant pump rate R′ = −R∆N0, and where the energy relaxation time
T1 has been replaced by a shorter characteristic constant Tp given by:

1
Tp

=
1

T1
+

R
2
. (6.38)

The saturation density I′s = (T1/Tp)Is. Without laser field (I = 0) the population
difference, according to Eq. (6.37, approaches an equilibrium value

∆Ne = TpR′+∆N0, (6.39)

which can be positive for a sufficiently large pumping R′ >−∆N0/Tp, or R> 2/T1.7

In terms of ∆Ne Eq. (6.37) can be written as

d∆N
dt

= −
I∆N
Ws
−

∆N −∆Ne

Tp
. (6.40)

6The pumping term is proportional to the population of the ground state which is N1 = (∆N +

∆N0)/2. R is an effective (assumed to be constant) pump rate that also contains the properties of a
third energy level involved in the pumping process.

7In the condition leading to population inversion, the recovery rate 1/Tp as defined by Eq. (6.38)
is dominated by the pumping rate R.
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Because we are neglecting effects of pulse shape, and will be considering gain
media with relaxation times much longer than the cavity round-trip time, the effect
of a short pulse on depleting the gain is equivalent to that of a constant intensity
filling the cavity for a round-trip time τRT. Defining a gain factor G = σ∆N`,
where σ is the cross section for stimulated emission, and ` is the length of the gain
medium traversed per round-trip, an equivalent form for Eq. (6.40) is:

dG
dt

= −
G−Ge

Tp
−

GW
WesTp

. (6.41)

In Eq. (6.41),Wes = Ws ×Ag × τp/Tp is an effective saturation energy in the gain
medium, where Ag is the cross section of the beam at that location. The physical
meaning of the energyWes is obvious from the steady state (dG/dt = 0) solution
of Eq. (6.41):

G(W) =
Ge

1 + W
Wes

. (6.42)

Next we need a rate equation for the pulse energy. We assume that the laser consists
only of the gain medium and the nonlinear loss element that was introduced in
Eq. (6.35). The combined effect of gain and loss for the pulse energy per round trip
is dW/(dt/τrt) = G−L or:

dW
dt

=
G−LL−a(W−W0)2

τRT
W. (6.43)

The system of Eqs. (6.41) and (6.43) describes the evolution of the energy of a
single pulse.

dW
dt

=
G−LL−a(W−W0)2

τRT
W (6.44)

dG
dt

= −
G−Ge

Tp
−

GW
WesTp

. (6.45)

It is useful to investigate first under which condition there is a steady-state solution
for the evolution equations. Steady state, dW/dt = 0, is reached when G(W) =

LL + a(W−W0)2, cf. Eq. (6.44). With Eq. (6.42) for the gain coefficient, this
condition becomes:

Ge

1 + W
Wes

= LL + a(W−W0)2 (6.46)

The existence of a real solution for the pulse energyW indicates that a steady-state
regime of the laser is possible.8 This is exemplified in the two examples discussed
below for a short and a long lifetime gain medium.

8Note that Eqs. (6.44) and (6.45) do not distinguish between mode-locked and cw laser. As such
they can only be used to discuss the evolution of the pulse energy or cw power (W/τRT ).
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Immediately after the gain is turned on, the energy is given by the spontaneous
emission into the lasing mode, Wsp �W0. At this early time the evolution of
energy and gain can be calculated usingW = 0 and G = Ge in the right hand side
of Eq. (6.44), andW =Wsp and G = Ge in Eq. (6.45):

W(t) = Wsp exp

Ge−LL−aW2
0

τRT
t

 (6.47)

G(t) = Ge exp
(
−
Wsp

WesTp
t
)
. (6.48)

The laser is self starting (the energy increases) if the gain exceeds the loss (Ge >

LL + aW2
0). The gain decreases from its initial value Ge due to saturation.

Case of a laser with a short lifetime gain medium

The gain medium of a dye or a semiconductor laser is characterized by an energy
relaxation time in the nanosecond range (typically a few nanoseconds), and a large
gain cross section leading to a saturation energy density of the order of a few
mJ/cm2. Therefore, all the time constants in the system of Eqs. (6.44) and (6.45)
are of the same order of magnitude. The saturable absorber saturates at an energy
smaller than the gain medium. The case of a strong positive-negative feedback
with a = 0.008 nJ−2, with a turn-over energy W0 = 5 nJ and a larger gain satu-
ration energy of Wes = 10 nJ (this proportion would be typical in a dye laser) is
illustrated in Fig. 6.13. The heavier solid line represents the losses L(W) (linear
loss LL = 0.1) of Eq. (6.35). The other succession of curves represents the satura-
ted gain G(W), cf. Eq. (6.42), for various levels of pumping, i.e. the unsaturated
gain Ge varies from 0.15 to 0.4, with increments of 0.5. Steady-state solutionsW
exist where the loss and the gain curves intersect, which represents a solution of
Eq. (6.46). Obviously, the laser is self-starting for values of unsaturated gain larger
than 0.3. Steady-state solutions can be expected only for Ge > 0.15.

The steady state pulse energy should correspond to the highest energy inter-
section of the saturated gain curves with the loss curve. The low-energy inter-
section is an unstable equilibrium; a small positive excursion of the pulse energy
from this value will drive the system towards the high-energy intersection point.
For values of initial gain less than 0.3, an initial energy larger than the first inter-
section of the saturated curve with the loss curve is required. For instance, if the
unsaturated gain is 0.25, an initial pulse energy larger than 1 nJ is required to have
evolution towards the steady state energy of 7.35 nJ.
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Figure 6.13: Saturated gain and loss of a laser with a short gain life time. The solid
line describes the loss L(W). The other lines represent the gain G(W) for different small
signal gain values Ge = G(W = 0). The laser parameters are defined in the text.

Case of a laser with a long lifetime gain medium

In most solid-state crystalline lasers, such as Ti:sapphire, Li:CAF, Nd:YAG, or
Nd:vanadate, the energy relaxation time of the upper lasing level is orders of
magnitude larger than the cavity round-trip time. The loss modulation is small
[a(W0 −W)2 � 1], with a turn-over point for the nonlinear loss curve much hig-
her than the gain saturation W0 �Wes. In most solid state laser crystals used
for fs pulse generation, the gain lifetime being in the microsecond range, the two
Eqs. (6.41) and (6.43) operate on totally different time constants. Once the gain
Ge has been switched on, the pulse energy reaches a value that corresponds to the
steady state of Eq. (6.44). Because of the long lifetime Tp of the upper state, the
gain [Eq. (6.45)] evolves on a much longer time scale of thousands of round-trips.
Thus one can assume that the pulse energy derived from the steady-state solution
of Eq. (6.44) follows the slowly evolving gain adiabatically. Substituting the steady
state solutionW of Eq. (6.44) into Eq. (6.45) yields:

dG
dt

= −
G−Ge

Tp
−

GW0

TpWes
∓

√
G−LL

a
G

TpWes
. (6.49)
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A plot of the function dG/dt versus gain G is shown in Fig. 6.14. The steady-
state condition corresponds to the intersection of these curves with the abscissa,
dG/dt = 0. As initial condition, the pulse energy W is small, and the gain has
its maximum value equal to the linear gain Ge, cf. Eqs. (6.48) and (6.49). The
laser starts necessarily on the lower branch of any of these curves, where dG/dt
is negative since the gain decreases as the laser power builds up. Referring to the
solid line, the gain is expected to decrease until dG/dt = 0, which happens at the
lower branch of this curve. The point dG/dt = 0 describes a stable steady-state,
since an increase in pulse energy leading to a further decrease in gain leads to a
positive dG/dt, hence an increase in gain and return towards the dG/dt = 0 point.
This indicates the possibility of the existence of a stable pulse train.

The situation is different with the parameter set leading to the dotted curve.
Here, dG/dt is still negative at the minimum gain value G = LL = 0.3. At this point
there are no real solutions to Eq. (6.49). Reducing the gain below LL as required
by the negative dG/dt drives the laser below threshold. Hence the laser will turn
itself off, until the gain can recover to its small signal value, and the laser can start
again. This describes the scenario of Q-switching.

Figure 6.14: Plot of the function dG/dt from Eq. (6.49), taken for two sets of parameters
leading either to cw mode-locking (solid line) or to Q-switched mode-locking (dotted line).
The parameters areW0 = 25 nJ,Ws = 13 nJ, Ge = 1 (solid line); and LL = 0.3, Tp = 2000
ns and Ge = 0.8 (dotted line).
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CW-mode-locking versus Q-switching

The condition for a cw regime (or a stable pulse train) is thus that at the minimum
value G = LL, the gain derivative as shown in Eq. (6.49) be positive, dG

dt

∣∣∣
G=LL

> 0.
This can be expressed as:

εg = Ge−LL

(
1 +
W0

Wes

)
> 0. (6.50)

The condition (6.50) was derived under the approximation that the gain lifetime is
infinite. It remains a good approximation for the typical solid state laser cavities
with a round-trip time of 10 ns, and a gain lifetime of 2 µs.

To illustrate this point Eqs. (6.44) and (6.45) were solved numerically and the
results are plotted in Fig. 6.15. Figure (a) corresponds to a set of parameters lea-
ding to εg ≈ 0 [Eq. (6.50)], and shows that steady-state continuous mode-locking is
reached after a few transients. The pulse energy initially rises quickly as Eq. (6.44)
reaches equilibrium at the initial gain value. After a few transient oscillations the
pulse energy settles to a value nearly equal to W0. At this point and for this
choice of parameters, the gain is just balancing the linear losses. Figure 6.15 (b)
corresponds to a slightly smaller gain (gain reduced from Ge = 0.87 to Ge = 0.8).
Substituting the values in Eq. (6.50), we find a negative value for ε = −0.07, which
indicates Q-switching. Indeed, a periodic burst of mode-locked pulse trains is seen.

6.3.2 Connection of the model to microscopic parameters

In the previous sections we found a condition for continuous mode-locked opera-
tion, as opposed to Q-switched operation. The model was based on a simple model
for the nonlinear intracavity losses of a hypothetical element [cf. Eq. (6.35)]. Alt-
hough the exact functional behavior of the losses at the transition from positive to
negative feedback depends on the actual cavity elements and processes involved,
the general trend described by Eq. (6.35) is quite general. To illustrate this point we
identify the terms of that expression with physical quantities for a specific example.

We consider here the case where the nonlinear losses are caused by a saturable
absorber of thickness d1 and a two photon absorber of thickness d2. Each element is
traversed once per roundtrip and we assume that the change in energy per roundtrip
is small (∆W/W << 1). For a saturable absorber whose relaxation time is much
longer than the pulse duration we derived a relation between the input and output
pulse energy in Chapter 3, cf. Eq. (3.84):

Wout =Wsa ln
[
1− e−α0d1

(
1− eWin/Wsa

)]
, (6.51)
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Figure 6.15: Pulse energy versus round-trip index. The lifetime of the upper laser level is
2000 ns. The round-trip time is 10 ns. The linear loss parameter is LL = 0.3. The turnover
energy isW0 = 25 nJ. The saturation energy isWs = 13 nJ. The amplitude coefficient for
the nonlinear interaction is a = 0.0006 nJ−2. The figure on the left (a) is for a linear gain
of Ge = 0.87. The figure on the right (b) is for a linear gain of Ge = 0.8.

whereWsa is the saturation energy for the absorber. After expanding this expres-
sion into a Taylor series up to first order in the small signal absorption coefficient,
α0d1, and up to third order in (Win/Wsa) we obtain

Wout =Win−Wsaα0d1

Win

Wsa
−

1
2

(
Win

Wsa

)2

+
1
6

(
Win

Wsa

)3 . (6.52)

The energy attenuation per round trip for the saturable absorber becomes:

dW
d(t/τRT )

= −Wsaα0d1

 W
Wsa

−
1
2

(
W

Wsa

)2

+
1
6

(
W

Wsa

)3 , (6.53)

where we have replacedWin byW. Clearly, the transmission increases with incre-
asing pulse energy (saturation). The opposite can be expected from a two-photon
absorber. Here, a beam of intensity I is attenuated according to

dI
dz

= −β2I2, (6.54)

where β2 is the two-photon absorption cross section. Spatial integration relates the
input to the output intensity

1
Iin
−

1
Iout

= −β2d2. (6.55)
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Assuming small changes per pass (∆I = |Iout − Iin| � Iin, Iout ≈ I) we can approxi-
mate

dI
d(t/τRT )

= −β2d2I2. (6.56)

Within our approximation of a fixed pulse shape (duration τp) and flat-top beam
of area A we can obtain from Eq. (6.56) the rate of change for the pulse energy
W = IτpA

dW
d(t/τRT )

= −βwd2W
2, (6.57)

where βw = β2/(Aτp) is the effective two-photon absorption cross section for the
pulse energy9.

If we add linear losses L0 to the effect of the one-photon absorber [Eq. (6.53)]
and the two-photon absorber [Eq. (6.57)], we find for the total beam attenua-
tion/round trip:

dW
d(t/τRT )

= −

{
L0 +α0d1−

α0d1W

2Wsa
+
α0d1W

2

6W2
sa

+βwd2W

}
W. (6.58)

This equation can be compared to the formal expression for the nonlinear loss
introduced in Eq. (6.35):

L(W) = LL + a(W−W0)2. (6.59)

We find the correspondences

LL = L0 +α0d1−aW2
0, (6.60)

where the turn-over energy is given by:

W0 =
3Wsa

2

(
1−

2βwd2Wsa

α0d1

)
. (6.61)

The “amplitude” of the nonlinear losses is characterized by the parameter a:

a =
α0d1

6W2
sa
. (6.62)

9We have made the approximation in this section that reshaping and focusing effects are negligi-
ble.
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Colliding pulses in the loss element

In some cases several pulses can circulate in the cavity. This is the case for a
bidirectional ring laser and a linear laser where several pulses exist during one
round-trip. If the cavity consists of a saturable gain and a saturable loss medium
the pulses of a ring laser will collide in the loss medium if the attenuation decreases
with energy. This favors optimum pulse overlap in the absorber because each pulse
feels an absorption that is saturated by twice the energy. The same situation can
occur in linear resonators where two (or more) pulses oscillate. If the absorber is
in the cavity center equal pulse spacing results. Asymmetric pulse spacings have
been observed that result in colliding pulses in nonlinear elements placed off center
in linear cavities (see for example [27]). The evolution of such regimes is complex;
at this point we want to sketch the modifications necessary for the nonlinear loss
element only.

For a thin saturable absorber the transmitted pulse energy, according to Eq. (6.52),
is:

Wout =Win

1−α0d1

1− β2Win

Wsa
+
θ

6

(
Win

Wsa

)2
 . (6.63)

We have introduced the coefficients β and θ to describe the colliding pulse effect on
the saturation. If the absorber is geometrically thin compared to the pulse length
and the pulses interact incoherently, for example due to crossed polarizations,Win

should be replaced by 2Win and θ = β2 = 4.
In the case of coherent overlap the two counterpropagating pulses produce an

intensity grating in the absorber.

I(z) = I0 [1 + cos(2kz)] (6.64)

While at the nodes of the intensity modulation there is no saturation, the saturation
at the maxima corresponds to an energy density of 4Win. An analysis of the grating
and its effect on the propagating field gives β = 3 and θ = 5 [28] in Eq (6.63).

6.4 Pulse shaping in intracavity elements

In any description of a laser that follows the round-trip model, either numeric or
analytical, each element is taken in sequence, represented either by a matrix or a
scalar function. Essential intracavity elements are analyzed in this section. In the
sections that follow and in Appendix ??, we will derive expressions for the most
essential combinations of intracavity elements. The term “element” refers here
more to a function than a physical element, because each component of a laser
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will have generally a plurality of properties which are most easily treated separa-
tely. For instance, the Ti:sapphire crystal in a laser may serve simultaneously as
a gain medium, dispersive element, nonlinear-nonresonant element, astigmatism
compensator. In each subsection characterizing an element, we will give expressi-
ons for its function at various levels of approximation, either in the time domain or
in the frequency domain, as appropriate.

The various elements are organized in resonant, non-resonant passive elements
and active elements. Under “resonant” elements we include saturable absorbers
and gain, since they are generally associated with a near-resonant transition.

The organization of this section is as follows:

1. Saturable absorbers and gain

2. Nonlinear—non-resonant elements

(a) Self-phase modulation and cross phase modulation

(b) Polarization coupling and rotation

(c) Two-photon absorption

3. Self Lensing

4. Summary of compression mechanisms

5. Dispersion

6.4.1 Saturation

Most fs mode-locked lasers involve some intensity dependent loss mechanism. Sa-
turation of an absorber is the first one that comes to mind, and has been used for
mode-locking. The typical passive mode-locking element favors pulsed over cw
operation by reducing the cavity losses for high intensities. Through the sheer
mechanism of saturation, an absorber/gain element can also produce phase modu-
lation, and coupling between counter-propagating beams.

Since there should be at least one pulse per cavity round-trip time τRT , the
recovery time τr of the device should not exceed that time: τr ≤ τRT . Within that
constraint, there is still room for a distinction between “slow” and “fast” intensity
dependent elements. A “slow” element — such as the saturable absorber of a fs
laser — will recover in a time long compared with the pulse duration. A “fast”
element — such as a Kerr lens — will have its time constant(s) even shorter than
the fs pulse.

The most commonly used saturable absorbers are dyes and semiconductors —
specifically Multiple Quantum Wells (MQW’s). When used in a free flowing dye
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jet, the saturable absorber dye has the advantage of a continuously adjustable op-
tical density (through its concentration) and a very high damage threshold. The
latter is due to the fact that the tiny interaction volume (a tight focal spot) is reple-
nished in microseconds. To ensure a good stability and optical quality of the jet,
a viscous solvent — typically ethylene glycol — is used. Saturable absorber dyes
have a saturation energy density of the order of 1 mJ/cm2, and an energy relaxation
time ranging from 1 ps to several ns. The obvious disadvantage of a dye is the
inconvenience of having to deal with carcinogenic solutions and noisy, bulky cir-
culation systems. There is a widespread effort to replace dyes by MQW saturable
absorbers.

Multiple quantum wells (MQW’s) provide the substitute saturable absorber
with the smaller saturation energy required to mode-lock semiconductor lasers [29].
Measurements performed at room temperature with cw radiation, and a 5 µm spot
size [30] indicate a saturation intensity of less than 1 kW/cm2 for MQW, against 10
MW/cm2 for pure GaAs. It has been possible to achieve even more control upon
the parameters of the saturable absorber (in particular its saturation intensity) by
inserting a MQW in a Fabry–Perot used in antiresonance [31, 32]. Such a device
can be added to an end mirror of a mode-locked laser. Because of the antireso-
nance condition, the material inside the Fabry–Perot is subjected to a smaller field
than the one present in the laser cavity, hence a better damage threshold and higher
saturation intensity for the device than for the MQW used directly. Such a device
has therefore been successfully applied to most cw mode-locked solid state lasers.

The general case of saturable gain and absorption was treated in Chapters 3 and
4. Here we want to summarize the main results for a fast and a slow element in the
rate-equation approximation.

Fast absorber or amplifier

The propagation equation for the intensity through a fast saturable material

d
dz

I =
αI

1 + I/Is
, (6.65)

cf. Eq. (??), can be integrated and one obtains after a distance ∆z an implicit solu-
tion for the output intensity

ln
I(∆z, t)

I0(t)
+

I(∆z, t)− I0(t)
Is

= α∆z = a (6.66)

Here a = α∆z is the small signal absorption (a < 0) or gain (a > 0) coefficient. For
optically thin elements or a slice ∆z of an arbitrary element, |a| � 1, the change in
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intensity becomes

∆I(t) '
aI0(t)

1 + I0(t)/Is
. (6.67)

The phase modulation associated with saturation and interaction away from the
line center, according to Eq. (??), is

ϕ(∆z, t) ' −
1
2

(ω` −ω10)T2a ln
I(∆z, t)

I0(t)
. (6.68)

These fast elements can follow the pulse instantaneously. The saturation and con-
sequently the pulse shaping is therefore controlled by the intensity. As explained
in detail in Chapter 3 this leads to pulse shortening in an absorber and broadening
in an amplifier.

Slow absorber or amplifier

In slow elements the saturation is controlled by the pulse energy. The medium at
a given time t accumulates the changes in the occupation numbers induced by all
parts of the pulse arriving prior to t. From Eq. (3.82) we obtain for the intensity
after such an element

I(z, t) = I0(t)
eW0(t)/Ws

e−a−1 + eW0(t)/Ws
. (6.69)

For weak absorption or gain (|a| � 1) this expression can be simplified, and the
change of pulse intensity

∆I(t) ' aI0(t)e−W(t)/Ws . (6.70)

In this limit the phase modulation is given by Eq. (??) and reads:

ϕ(t) ' −
1
2

(ω` −ω10)T2ae−W0(t)/Ws . (6.71)

The pulse shaping in these elements is a result of (unsaturated) attenuation or gain
in the leading part of the pulse while the trailing part is less affected (saturated
transition).

6.4.2 Nonlinear non-resonant elements

(a) Self-phase modulation

Some elements impress a nonlinear phase upon the propagating pulse. As de-
tailed in Chapter 3, this phase is the result of a nonlinear process of third-order and
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characterized by a nonlinear polarizability χ(3). In the limit of a fast nonlinearity
the response is instantaneous and is usually described by an intensity dependent
refractive index. Acting only on the phase, such an element leaves the pulse enve-
lope, E0(t), unchanged. From Eq. (4.70)

ϕ(t,z) = ϕ0(t)−
k`n2

n0
zE2

0(t) = ϕ0(t)−
k`n̄2

n0
zI2

0(t). (6.72)

If the actual profile of the incident beam is taken into account the index change
becomes a function of the transverse coordinate, which leads to self-lensing effects.
The general mechanism is described in Chapter 3; the effect of such an element in
a fs laser is discussed in the next section.

(b) Polarization coupling and rotation

Nonlinear effects can also act on the polarization state of the laser pulse. This effect
is used in some lasers (for instance in fiber lasers [33]) to produce mode-locking.
Let us consider a pulse with arbitrary polarization, with complex amplitudes Ẽx(t)
and Ẽy(t) along the principal axis characterized by the unit vectors x̂ and ŷ:

E =
1
2

(
x̂Ẽ0x(t) + ŷẼ0y(t)

)
ei(ω`t−k`z) + c.c.. (6.73)

The propagation of such a field through the nonlinear material leads to a coupling
of the two polarization components. One can calculate, see [33], the nonlinear
index change probed by polarizations along x̂ and ŷ:

∆nnl,x = n2

[
|Ẽ0x|

2 +
2
3
|Ẽ0y|

2
]

∆nnl,y = n2

[
|Ẽ0y|

2 +
2
3
|Ẽ0x|

2
]
. (6.74)

In an element of thickness dm, this induced birefringence leads to a phase change
between the x and y components of the field vector

∆Φ(t) =
2π
λ`

(
∆nnl,x−∆nnl,y

)
=

2πn2dm

3λ`

[
|Ẽ0x(t)|2− |Ẽ0y(t)|2.

]
(6.75)

The phase shift is time dependent, and, in combination with another element, can
represent an intensity-dependent loss element.

To illustrate this further let us consider a sequence of such a birefringent ele-
ment and a linear polarizer. We assume that the incident pulse, E0 cos(ωt), is line-
arly polarized with components

E0x(t) = E0(t)cosα

E0y(t) = E0(t) sinα. (6.76)
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The pass direction of the polarizer is at α + 90o resulting in zero transmission
through the sequence for low-intensity light (∆Φ≈ 0). Neglecting a common phase
the field components at the output of the nonlinear element are

E′x(t) = [E0(t)cosα]cos(ω`t)

E′y(t) = [E0(t) sinα]cos[ω`t +∆Φ(t)] . (6.77)

Next the pulse passes through the linear polarizer. The total transmitted field is the
sum of the components from E′x(t) and E′y(t) along the polarizer’s path direction

Eout(t) = E0(t)cosαsinα {cos(ω`t) + cos[ω`t +∆Φ(t)]} (6.78)

The total output intensity Iout(t) = 〈E2(t)〉 is

Iout(t) = Iin(t)
1
2

[1− cos∆Φ(t)] sin2(2α). (6.79)

Let us now assume a Gaussian input pulse Iin = I0 exp
[
−2(t/τG)2

]
and parameters

of the nonlinear element so that for the pulse center the phase difference

∆Φ(t = 0) =
2πn2dm

3λ`
E2

0(t = 0)
(
sin2α− cos2α

)
= π. (6.80)

For this situation we obtain a transmitted pulse

Iout(t) =
1
2

Iin(t)
{
1− cos

[
πe−2(t/τG)2]}

. (6.81)

The transmission is maximum (= 1) where the nonlinear element acts like a half-
wave plate that rotates the polarization by 90o, lining it up with the pass direction
of the polarizer. For the parameters chosen here this happens at the pulse center
(t = 0). The phase shift ∆Φ is smaller away from the pulse center producing el-
liptically polarized output and an overall transmission that approaches zero in the
pulse wings. Thus this sequence of elements can give rise to an intensity dependent
transmission similar to a fast absorber.

(c) Two-photon absorption

In the case of an imaginary susceptibility of third-order [χ(3)] there is a resonant
transition at twice the photon energy of the incident wave. As explained in Chap-
ter 3 this may lead to two-photon absorption, which is governed by the propagation
equation for the pulse intensity

d
dz

I(t,z) = −β2I2(t,z). (6.82)
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Integrating this equation over a propagation distance d yields for the output pulse
Iout(t) in terms of the input Iin(t)

Iout(t)− Iin(t) = −β2dIin(t)Iout(t). (6.83)

If the pulse modification introduced by this element is small the change in pulse
intensity can be approximated:

∆I(t) = −β2dI2(t) (6.84)

For counter-propagating pulses of intensities I1 and I2 in an optically and geome-
trically thin (d� τpc) absorber the induced change is

∆I1(t,d) = −β2d
[
I2
1(t,0) + 2I2

2(t,0)
]
. (6.85)

This follows directly from integrating Eq. (4.87) using the approximations for thin
absorbers.

6.4.3 Self-lensing

An intensity dependent index of refraction results in spatial phase modulation, be-
cause of the transverse variation of the intensity, as well as in temporal phase mo-
dulation through the time dependent intensity of the pulses. We will consider here
laser beams with an intensity profile that peaks on axis. The radial intensity dis-
tribution causes a variation in index resulting in a wavefront curvature. Therefore,
the nonlinear element can be adequately represented by a lens with an intensity
dependent focal distance. Self lensing can be caused either by the Kerr effect (non-
resonant nonlinearity), or by an off-resonance saturation (resonant nonlinearity).
The calculations presented in this section will take as an example the Kerr nonline-
arity. In Chapter 3, Eq. (4.89), we derived an expression for the radial dependence
of the phase in the vicinity of the beam center, assuming a Gaussian beam profile

ϕ(r, t) =
2πd
λ`

∆nnl(r, t) = −n̄2
2π
λ`

dI0(t)e−(2r2/w2
0) ≈ −n̄2

2π
λ`

dI0

1−2
r2

w2
0

 . (6.86)

Here I0(t) is the intensity on axis (r = 0) and w0 is the beam waist located at the
input of a thin sample of thickness d. This expression should be compared to the
phase factor that is introduced by a thin lens of focal length f , for example [34],

T (r) = exp
(
ik`

r2

2 f

)
. (6.87)
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Obviously the nonlinear element acts like a lens of focal length

f =
w2

0

4n̄2dI0
. (6.88)

Note that f = f (t) is controlled by the time dependence of the pulse envelope I0(t).
A similar expression applies to any nonlinear change in index that results in a
parabolic radial phase dependence ϕ(r) = Br2. The generalized expression for the
focal length is

f =
k`
2B

. (6.89)

Another example is off-resonance interaction with a saturable absorber or amplifier.
Let us now consider the transmission of a pulse with a Gaussian beam and

temporal profile,

I(r, t) = Î exp
[
−4ln2(t/τp)2

]
exp

[
−2r2/w2

0

]
,

through a sequence of a nonlinear-lens element and an aperture of radius R a dis-
tance z away. To explain the time-dependence of the transmission analytically we
will make certain restrictive assumptions. One of these assumptions is that the
beam remains Gaussian after the nonlinear element. This requires to consider the
element as a thin lens of certain focal length f . Strictly speaking, the latter is only
true in the vicinity of the beam center. It will be obvious that similar effects occur in
the general case; its treatment, however requires a numerical approach. The waist
of the incident Gaussian beam with Rayleigh range ρ0 = πw2

0/λ is placed at the
nonlinear element (z = 0). After a lens of focal length f the waist of the Gaussian
beam develops as, see for example [34],

w2(z) = w′20

1 +
(zm− z)2

ρ′20

 (6.90)

where

w′20 = w2
0

f 2

f 2 +ρ2
0

(6.91)

is the beam waist after the lens, which occurs at a distance

z = zm( f ) = f
ρ2

0

f 2 +ρ2
0

. (6.92)

ρ′0 = πw′20 /λ is the Rayleigh range of the beam after the nonlinear element. By way
of Eq. (6.88) we can write the focal length of the nonlinear element

f (t) = f0 exp

4ln2
(

t
τp

)2 , (6.93)
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where f0 = w2
0/(4dn̄2 Î). We will consider the behavior of the lens-aperture se-

quence in the vicinity of the pulse center, for which we can approximate

f (t) ≈ f0
[
1 + 4ln2(t/τp)2

]
. (6.94)

The aperture is placed in the plane of the beam waist produced by the pulse center,
that is, at z = zm0 = zm( f0). The power transmitted through the aperture is then

Pout =

∫ R

0
rdr

∫ 2π

0
dφ

w2
0

w2(zm0)
Î exp

−2
(

r
w(zm0)

)2
=

[
1− e−2R2/w2(zm0)

]
Pin ≈

2R2

w′20 (zm0)
Pin, (6.95)

where the input power Pin = Îπw2
0/2, and R� w(zm0) was assumed to derive the

last equation. Inserting Eqs. (6.90) through (6.92) with f (t) from Eq. (6.94) into
Eq. (6.95) yields for the time dependent transmission through the lens - aperture
sequence

Pout

Pin
≈

2R2
(

f 2
0 +ρ2

0

)
w2

0 f 2
0

1− 2ρ2
0

f 2
0 +ρ2

0

at2

 , (6.96)

where, consistent with Eq. (6.94), we have kept expansion terms up to t2 only.
The transmission is time dependent with the maximum at the pulse center. This
reflects the fact that the shortest focal length is produced at the intensity maximum
leading to the smallest beam size at the position of the aperture. Obviously, such
a lens - aperture sequence is just another example of a fast element whose overall
transmission is controlled by the pulse intensity.

Laser pulse induced lensing does take place in nearly all ultrashort pulse mode-
locked lasers. In femtosecond pulse lasers, there is always a pulse shaping me-
chanism in the cavity, involving a balance of dispersion and temporal self-phase
modulation. The latter effect implies necessarily a spatial modulation of the wa-
vefront, hence self-lensing. As a result of self-lensing, the size of the cavity modes
is modified, leading to an increase or reduction of losses because - (i) there is a
change in transmission through an aperture (hard aperture), or (ii) there is a change
in spatial overlap between the cavity mode and the pump beam in the gain medium
(soft aperture).

6.4.4 Summary of compression mechanisms

Figure 6.16 summarizes the compression mechanisms and the associated pulse
shaping that were discussed in the previous sections.
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Figure 6.16: Various compression mechanisms. (a) Gain saturation: The original pulse
and its pulse width are indicated by the solid line. The leading edge of the pulse is am-
plified, until the accumulated energy equals the saturation energy density Wsg at time ts,
as indicated by the dashed area. In the case of the figure, the pulse tail is not amplified,
resulting in a shorter amplified pulse (dashed line). (b) Saturable absorption: The lea-
ding edge of the pulse is attenuated, until the saturation energy density Wsa is reached at
ts. (c) Frequency modulation (dotted line) due to saturation peaks at the time ts when the
saturation energy density Wsa is reached. For t > ts, the pulse experiences a downchirp,
if the carrier frequency of the pulse is smaller than the resonance frequency of the ab-
sorber. (d) Frequency modulation (dotted line) produced by the Kerr effect. The central
part of the pulse (intensity profile indicated by the solid line) experiences an upchirp. (e)
Self-focusing by a fast nonlinearity combined with an aperture, leads to a compression
by attenuating both leading and trailing edges. (f) In the case of self-focusing by a slow
nonlinearity combined with an aperture, only the trailing edge is trimmed.

6.4.5 Dispersion

The effect of dispersion is most simply treated in the frequency domain. Using
the notations of Chapter 2, a dispersive element is characterized by a frequency
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dependent phase factor ψ(Ω). In the particular case where the dispersion is due
to propagation through a thickness d of an homogeneous medium of index n(Ω),
the dispersive phase factor is simply ψ(Ω) = k(Ω)d. The most rigorous procedure
to model dispersion is to take the temporal Fourier transform of the pulse, Ẽin(Ω),
and multiply by the dispersion factor, to find the field Ẽout(Ω) after the dispersive
element:

Ẽout(Ω) = Ẽin(Ω)e−iψ(Ω). (6.97)

An inverse Fourier transform will lead to the field Ẽout(t) in the time domain.
When analytical expressions are sought to model the evolution of a pulse in

a cavity and the dispersion per round-trip is small, one can use an approximate
analytical solution in the time domain. We approximate ψ(Ω) ≈ ψ′′|ω` (Ω−ω`)2/2.
This is the lowest order of a Taylor expansion that produces a change in pulse
shape. Expanding the exponential function exp

[
−i ψ′′|ω` (Ω−ω`)2/2

]
up to first-

order and Fourier transform to the time domain yields

Ẽout(t) = Ẽin(t)−
i
2
ψ′′

∣∣∣
ω`

∂2

∂t2 Ẽin(t), (6.98)

which is a special case of Eq. (6.30). Note that this treatment of dispersion is
equivalent to solving the differential equation (1.104) for an incremental step ∆z.
There the dispersion was that of an optical material, ψ(Ω) = k′′` (Ω)∆z.

6.5 Cavities

Resonators are an essential part of any laser. We will review first the mode spectrum
of a laser cavity and the standard ABCD-matrix cavity analysis. Since mirrors are
used as focusing elements, astigmatism complicates significantly the calculation
and design (optical positioning of the elements) of the resonator. Finally, we will
analyze the effect of a Kerr-lens in a laser cavity.

6.5.1 Cavity modes and ABCD-matrix analysis

“Mode-locked” operation requires a well defined mode structure. It is generally
understood that the longitudinal modes are locked in phase. A transverse mode
structure will generally contribute to amplitude noise (at frequencies corresponding
to the differences between mode frequencies). Most fs lasers operate in a single
TEM00 transverse mode. We will see however that some multiple transverse mode
lasers have the same longitudinal mode structure as the fundamental TEM00.

This subsection reviews standard ABCD matrix calculations of the stability of
laser resonators. Most fs laser cavities have at least one beam waist (for instance,
one for the gain medium, and possibly one for a passive mode-locking element).
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A beam with an electric field amplitude having a Gaussian radial dependence
is uniquely defined by its complex q̃ parameter defined by Eq. (??). The phase
variation on axis (r = 0) of the beam is determined by the phase angle Θ(z) =

arctanz/ρ0 according to Eq. (??).
The parameter of the fundamental Gaussian beam that can reproduce itself in a

cavity can be determined by the standard technique using ABCD matrices [35]. Let
A, B, C, and D be the elements of the 2×2 system matrix obtained by calculating
the product of the matrices of all cavity components, defining a complete round-
trip from a point P. The complex q̃ parameter of the Gaussian beam at the point P
is given by:

1
q̃

= −
A−D

2B
− i

√
1− (A + D)2/4
|B|

. (6.99)

Identifying with the definition of the q̃ parameter, Eq. (??), leads to the beam cha-
racteristics at point P:

R = −
2B

A−D
(6.100)

πw2

λ`
=

|B|√
1− (A + D)2/4

. (6.101)

The “modes” of a cavity are determined by the condition that, after one round-
trip from point P to point P, the total phase variation is a multiple of 2π. For the
fundamental TEM00 mode, and a simple cavity consisting of two concave mirrors
at distance d1 and d2 from the beam waist (which we will assume here to be inside
the resonator), the phase variation for the half round-trip should be a multiple of π:

lπ = k(d1 + d2) +Θ(d1) +Θ(d2)

= k(d1 + d2) +∆Θ

= k(d1 + d2) + arctan
(
d1

ρ0

)
+ arctan

(
d2

ρ0

)
, (6.102)

where k = 2πν/c. If d1,2� ρ0, the mode-spacing frequency ∆ν= νl+1−νl = c/[2(d1 +

d2)].
The Fourier transform of the output of a continuously mode-locked laser is a

“comb” of frequency spikes having a maximum overlap with the longitudinal mode
structure represented by Eq. (6.102). Apertures are often inserted in the cavity of
mode-locked lasers to avoid the complication introduced by a transverse mode-
structure. In some lasers, a saturable absorber acts as an aperture. The small cross-
section of the inverted region in the gain medium can also act as a mode-limiting
aperture.
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The fundamental TEM00 Gaussian beam is not necessarily the only existing
mode in a fs laser. Let us consider the influence that the transverse mode structure
can have on the operation of a mode-locked laser. If the laser is multimode, the
electric field can be expressed as an expansion of Hermite–Gaussian modes (see,
for instance, [35]):

E(x,y,z, t) =
∑

n

∑
m

cnmun(x)um(y)ei(ωt−kz) + c.c., (6.103)

where

us(x) =

(
2
π

) 1
4

√
exp[i(2s + 1)Θ(z)]

2ss!w(z)

× Hs

 √2x
w(z)

exp
{
−

[
i

kx2

2R(z)
+

x2

w2(z)

]}
. (6.104)

Here Hs are Hermite–Gaussian polynomials of order s. The subscripts m and n are
the transverse mode indices.

For the simple cavity consisting of the two curved mirrors introduced above,
the spacing between transverse modes is:

∆ν =
c

2(d1 + d2)
(∆n +∆m)

[
arctan

(
d1

ρ0

)
+ arctan

(
d2

ρ0

)]
(6.105)

where ∆n and ∆m are the difference in transverse mode numbers [35]. If the various
transverse modes oscillate independently with random phase, the output of the laser
will have a noise component corresponding to the beating of the various transverse
modes. This noise component will be periodic if the mode spacing is equal in
the two transverse directions. In some cases [36], the transverse modes can be
locked in phase, resulting in a periodic spatial scanning of the beam. The noise
contribution corresponding to the transverse mode beating will be low frequency if
d1,2 < ρ0.

Calculation of the exact stability diagram, position and size of the beam waists,
is a tedious but essential task in the design of fs lasers. Since it is not essentially
different from the design of any laser, we will refer to the appropriate literature for
details, for example [35]. A few general criteria to consider in the design of the
laser cavity are:

• minimal losses

• a flexibility of varying the ratio of beam waists in various resonator elements
in large proportions. The saturation level in the gain medium will be a factor
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in determining the intracavity power. In the case of Kerr lensing, it is impor-
tant to identify the location where the beam size variation due to self-lensing
will be maximum (positioning of an aperture). In the case of passive mode-
locking, the ratio of beam waists in the absorber/amplifier is important, since
this is the parameter that determines the relative saturation of the gain and
absorber.

• a small spot size in the amplifier may be desirable for efficient pumping and
heat removal.

• a round spot is desirable in the passive mode-locking element (for instance,
the amplifier rod in the case of a Ti:sapphire laser, or the saturable absorber
jet in a dye laser) in order to have the most uniform possible wavefront across
the beam, since it is a region of the cavity which contributes to the phase
modulation

Mirrors or lenses can be used to create beam waists in a laser cavity. Because
of the requirement of minimum losses and dispersion, one will generally choose
reflective optics over lenses.

6.5.2 Astigmatism and its compensation

It is not always an easy task to create a waist of minimal size with off-axis reflective
optics. Indeed, let us consider the typical focusing geometry sketched in Fig. 6.17.
The smaller the focal spot in A, the larger the diameter w of the incident beam on
the mirrors, hence the larger the clearance angle θ required to have the focal point
fall outside of the incident beam cross section. However, the astigmatism caused
by a large angle of incidence θ will make it impossible to obtain the desired small
focal spot with a cylindrically symmetric Gaussian beam incident from the left.

Since a tight focusing is required in the nonlinear elements of a mode-locked
laser, there is clearly a need for minimizing or reducing the astigmatism. There
are some exceptions. A large astigmatism may sometimes be desirable in the gain
medium. This is the case when it is desirable to take maximum advantage of a self-
lensing effect. Another example of such a need is to match the elongated shape of
the gain region of semiconductor lasers.

Let us choose as transverse coordinate y for the plane of incidence (the plane
of the figure in Fig. 6.17), and x for the orthogonal direction. The locations of
the two focal lines corresponding respectively to the plane of the figure and to the
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Figure 6.17: Off-axis focusing of a Gaussian beam leading to astigmatism. In the plane of
the figure the focal distance of the mirror is (R/2)cosθ, where R is the radius of curvature of
the mirror. The first focalization is therefore a line perpendicular to the plane of the figure
originating from A. In the orthogonal plane the focal distance of the mirror is (R/2)/cosθ.
There will therefore be a focal line in the plane of the figure at B.

orthogonal plane are:

fy = f cosθ

fx =
f

cosθ
, (6.106)

where θ is the angle of incidence and f = R/2 is the focal length of the mirror (see
for example ref. [37]).

Other elements in a cavity, such as Brewster plates, also have astigmatic proper-
ties that can limit the performance of the system. The gain medium of a Ti:sapphire
laser or of a dye laser is generally a plane-parallel element put at Brewster’s an-
gle. Kogelnik et al. [37] have shown under which condition the astigmatism can
be compensated by such elements.

To analyze the astigmatism of such elements let us consider the propagation of
a Gaussian beam through a plate of thickness d and refractive index n put at the
Brewster angle directly next to the beam waist (size w0) at z = 0, as sketched in
Fig. 6.18.

Upon entering the medium, the beam waist takes the values:

w0x = w0

w0y = w0
cosθr

cosθB
= w0

sinθB

cosθB
= nw0, (6.107)

where θB = arctann is the Brewster angle, and θr = 90o − θB is the angle of re-
fraction. To a thickness d, there corresponds a propagation distance

χ =
d

cosθr
= d

√
1 + n2

n
. (6.108)
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Figure 6.18: Brewster plate geometry for the calculation of astigmatism compensation.
On the top right: a Brewster plate of thickness d is placed close to a beam waist (w0). The
propagation through the plate is calculated along z, for the plane of the figure (coordinate
y) and orthogonal to the plane of the figure. Bottom part of the figure: a Brewster cut
laser crystal of length Lc inserted in an X or Z configuration (the Z configuration is shown)
between two curved mirrors can be considered to be made of two halves of thickness
d = Lc/2.

Applying the propagation law (1.219) for the beam waist across the thickness d
yields:

wx = w0

√√
1 +

 λ`χnπw2
0

2

= w0

√√√
1 +

 λ`
πw2

0

d
√

1 + n2

n2

2

(6.109)

wy = nw0

√√
1 +

 λ`χ

n3πw2
0

2

= nw0

√√√
1 +

 λ`
πw2

0

d
√

1 + n2

n4

2

. (6.110)

Upon exiting the crystal, the beam waists take the values wx and wy/n, along x
and y, respectively. Therefore, the Brewster plate can be seen from Eqs (6.109)
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and (6.110) to be equivalent to propagation in free space of distances equal to

dx = d

√
1 + n2

n2 (6.111)

dy = d

√
1 + n2

n4 (6.112)

in the planes xz and yz, respectively. The beam issued from the waist w0 after
passing through the Brewster plate will be again collimated by a mirror of radius
R at an angle θ if the difference between the two distances dx and dy compensates
the difference in focal distances fx and fy. Using Eqs. (6.106),(6.111), and (6.112),
this condition is equivalent to:

2d
R

√
n4−1
n4 =

sin2 θ

cosθ
. (6.113)

In the case of a typical Ti:sapphire laser, the crystal of length Lc = 2d is inserted
near the focal point between two curved mirrors. Each half crystal of thickness
d = Lc/2 can compensate the astigmatism of each of the mirrors, provided the
angle of incidence is chosen to be a solution of:

Lc

R

√
n4−1
n4 =

sin2 θ

cosθ
. (6.114)

For a 9 mm long Ti:sapphire crystal inserted between two mirrors of 10 cm cur-
vature, Eq. (6.114) indicates that astigmatism compensation occurs at an angle of
θ = 9.5o.

In the case of dye lasers, we find that for a typical jet thickness of 200 µm and
a mirror curvature of 5 cm, the compensated angle is less than 2.5o. Compensation
is impossible for tight focusing in a saturable absorber jet of typical thickness of
50 µm. Two options are available in such a situation:

• insert a glass window at Brewster angle between the two curved mirrors, of
a thickness sufficient to compensate the astigmatism caused by the mirrors,
or

• use the astigmatism of another part of the cavity, to obtain a minimum astigmatism-
free spot between the two mirrors.

The latter approach is only possible in situations where there are two or more waists
in the cavity. Calculations show that large angles can actually result in astigmatism
compensation, and, even with angles of incidence on the focusing mirrors excee-
ding 10o , large stability ranges have been found [38]. Resonators for dye lasers
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have been designed to provide a round and minimum size spot in the absorber jet,
using the cavity geometry (relative location of the components) to compensate the
astigmatism, without a need for inserting additional “compensating elements.” The
price to pay for an optimal focusing at one waist of the cavity, is a large astigma-
tism at another part of the cavity. Returning to Fig. 6.17, the beam incident from
the left will focus first on a line originating from A, perpendicular to the plane of
the figure, next in a line at B in the plane of the figure. However, if the beam in-
cident from the left is collimated in the plane of the figure, but convergent in the
orthogonal direction, the focal line B will recede towards the focus A. The incident
beam parameters can be adjusted such as to create a tight round focal spot.

In order to assess the importance of astigmatism, let us consider a simple ring
cavity with two beam waists. We assume that one beam waist is formed by two
lenses of 15 mm focal distance, spaced by 30 mm. The other waist is formed by
two mirrors of focal distance f = 25 mm separated by a distance d. The distances
between the two waists are 1 m and 3 m in a 4 m perimeter ring cavity. From the
expression for the ABCD matrix for this cavity one finds that the stability range is
f < d < 1.01 f . If astigmatism due to an angle of incidence θ on the two mirrors
of f = 25 mm is taken into account, there will be a different stability condition
corresponding to each of the two focal distances fx = f /cosθ and fy = f cosθ.
The cavity is stable if the two stability ranges overlap. For an angle θ ≥ 5.7o, this
cavity is no longer stable. In this situation other degrees of freedom, such as beam
propagation out of plane and/or the insertion of additional elements are options.

6.5.3 Cavity with a Kerr-lens

In this section we will treat the effect of a Kerr-lens on the beam parameters in
a laser cavity perturbatively based on Gaussian beam analysis. A simple, geo-
metrical optics description of a nonlinear-lens - aperture sequence is presented in
Appendix ??.

General approach

It is convenient to use the ABCD matrix approach [39] to evaluate the intensity
dependent losses introduced by Kerr lensing in a laser cavity [40]. The ABCD
matrix of the resonator is calculated starting from a reference plane at the position

of the Kerr medium. LetM1 =

(
A1 B1
C1 D1

)
be the ABCD matrix for low intensity

(negligible Kerr effect). At high intensity, the nonlinear lensing effect modifies this
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matrix as follows:

M =

(
1 0
− 1

fnl
1

)(
A1 B1
C1 D1

)
=

(
A1 B1

C1 +δC D1 +δD

)
=

(
A B
C D

)
, (6.115)

where δC = −A1/ fnl; δD = −B1/ fnl, and fnl is the time dependent focal length of
the Kerr medium, cf. Eq.(6.88). A Gaussian beam is uniquely characterized by
its complex beam parameter q̃ (cf. Chapter 1 and Ref. [39]). In the absence of
Kerr lensing, the eigenmode of the empty cavity is characterized by a complex
beam parameter q̃1, at the location the system matrix calculation was started. The
inverse of this beam parameter is:

s̃1 =
1
q̃1

=
1

R1
− i

λ`

πw2
1

=
C1 + D1 s̃1

A1 + B1 s̃1
(6.116)

Solving the eigenvalue equation (6.116) yields the complex beam parameter at the
location of the nonlinear crystal (Kerr medium):

w2
1 =

|B1|λ

π
×

√
1

1− [(A1 + D1)/2]2 (6.117)

R1 =
2B1

D1−A1
. (6.118)

In the presence of the Kerr lensing, the eigenvalue s̃ is the solution of the eigen-
mode equation for the complete round-trip ABCD matrix:

s̃ =
C + Ds̃
A + Bs̃

. (6.119)

For s̃ we can make the ansatz:
s̃ = s̃1 +δs̃ (6.120)

where δs̃ is the small change in s̃ produced by the Kerr lens that we will determine
next. For this we multiply both sides of Eq. (6.119) by A+Bs̃, substitute Eq. (6.120)
for s̃, and replace all four matrix elements X by X1 +δX. Keeping only terms up to
first order we obtain:

A1 s̃1 + B1 s̃2
1 + (2D1 s̃1 + A1)δs̃ = C1 + D1 s̃1 +δC + s̃1δD + D1δs̃, (6.121)
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where we have made use of the fact that δA = δB = 0, cf. Eq. (6.115). Solving for
δs̃ and using δC and δD from Eq. (6.115), and using Eq. (6.116) yields:

δs̃ =
1
fnl

[
−(A1 + B1 s̃1)

A1 + 2B1 s̃1−D1

]
. (6.122)

The change in δs̃ implies that the lensing effect results in a change in beam size at
any location in the cavity. Typically, an aperture is used at a particular location of
the cavity, where, ideally, the self lensing results in the largest reduction in beam

size. LetMm =

(
Am Bm

Cm Dm

)
be the ABCD matrix that connects the reference point

of the cavity (location of the Kerr lens) to the position of the aperture. The complex
parameter s̃m at the aperture is:

s̃m =
Cm + Dm s̃
Am + Bm s̃

. (6.123)

The relative change in beam size at the aperture δwm/wm due to the Kerr lens is
related to the change in s̃m:

δwm

wm
= −

1
2

Im(δs̃m)
Im(s̃m)

. (6.124)

The change in beam parameter at the aperture δs̃m can be inferred from the change
in beam parameter δs̃ at the point of reference. Let us make the ansatz that s̃m =

s̃m0 +δs̃m, where s̃m0 is the complex s parameter without the Kerr lens [s̃m0 is given
by Eq. (6.123) for s̃1 = s̃]. Inserting these expressions for s̃m and s̃ = s̃1 + δs̃ into
Eq. (6.123) and keeping only terms up to first order, we find:

δs̃m =
Dm−Bmδs̃m0

Am + Bm s̃1
δs̃. (6.125)

In this equation, s̃m0 can be substituted from Eq. (6.123) where s̃ has been replaced
by s̃1, yielding:

δs̃m =
δs̃

(Am + Bm s̃1)2 . (6.126)

Finally we substitute δs̃ with Eq. (6.122) to obtain:

δs̃m =
1
fnl

[
−(A1 + B1 s̃1)

(A1 + 2B1s1−D1)(Am + Bm s̃1)2

]
. (6.127)

The last equation (6.127) contains all the information necessary to estimate the
effect of Kerr–induced lensing on a cavity. Let us consider an aperture of radius
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wa. Using Eq. (6.95), we can estimate the ratio of the energy loss through the
aperture with Kerr effect (∆W) to the loss without Kerr effect (∆W0):

∆W

∆W0
= exp

−2
(

wa

wm +δwm

)2

+ 2
(

wa

wm

)2
 = exp

4
(

wa

wm

)2
δwm

wm

 (6.128)

where δwm is determined by Eqs. (6.124) and (6.127).

6.6 Problems

1. By simple energy conservation arguments, find (in the approximation T1→

∞) an expression for the energy gained (lost) per unit distance for an am-
plifier (absorber) dW

dz as function of the change in population difference, and
of the photon energy. Introduce into that expression the linear gain (absorp-
tion) coefficient, and combine with the rate equation to derive the evolution
equation for the pulse energy density:

dW
dz

= −α0Ws
[
1− e−W/Ws

]
, (6.129)

where α0 is the linear gain (absorption) coefficient, and Ws is the saturation
energy density.

2. Derive an evolution equation for the pulse energy in a mode-locked laser ring
cavity consisting of (a) the sequence output mirror (reflectivity r — gain —
saturable absorber; (b) the sequence gain — mirror — absorber; and (c) the
sequence absorber — gain — mirror. Neglect reshaping of the pulse, and
integrate Eq. (6.129) to yield the energyWout = WoutAa at the end of a loss
element of thickness da, as a function of the input energyWin = WinAa. Aa

is the cross section of the beam in this particular element. Show that the
output pulse of energy Wout, after transmission of a pulse of input energy
Win through a saturable absorber is:

Wout = AaWsa ln
[
1− eαada

(
1− eWin/AaWsa

)]
. (6.130)

3. Consider the elementary round-trip model of Fig. 6.19. Choose a reference
point just after the saturable loss, where the beam cross section is Aa. Show
that the energy density W4 at the end of series loss–gain–nonlinear-loss is
related to the energy density W1 entering this sequence by:

1 + e−aa
[
eW4/Wsa −1

]
=

{
1 + eag

[
eRW1Aa/(WsgAg)−1

]}WsgAg
WsaAa , (6.131)
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where R is the output coupler (intensity) reflectivity, Aa and Ag are the beam
cross sections in the absorber and gain elements, respectively; Wsa and Wsg

the saturation energy densities in the absorber and gain media. Note that in
a steady state,W1 =W4, and Eq. (6.131 can be used to calculate the pulse
energy.

Figure 6.19: Simplified round-trip model for a passively mode-locked laser, showing the
evolution of the pulse energy density, W.

Solve Eq. (6.131) in the approximation W4/Wsa� 1 and W1/Wsg� 1. Show
that, even for a laser below threshold for cw operation (R = r2 < exp

[
−(aa + ag)

]
,

two solutions can be found for W1. The first solution is the minimum intra-
cavity energy required to start mode-locked oscillation. The second solution
is the steady state intracavity energy. Discuss the stability of both solutions.
Under which condition can the first solution be small compared to the steady
state intracavity energy?

4. Derive the equation for the soliton laser, following the procedure sketched in
Fig. 6.9.

5. Calculate the spectrum of a continuously mode-locked Ti:sapphire laser emit-
ting a continuous train of identical Gaussian pulses, 40 fs FWHM each, at a
repetition rate of 80 MHz. The laser cavity is linear, with two prisms sepa-
rated by 60 cm [(dn/dλ)2 = 10−9 nm−2]. Neglecting all other contributions
to the dispersion, calculate the longitudinal mode spectrum of the cavity. Is
the latter spectrum identical to the Fourier amplitude (squared) of the train
of pulses? If not, explain the difference(s).

6. Three mode-locked lasers generate pulses of 40 fs duration at the wave-
lengths of 620, 700 and 780 nm, respectively. Find under which condition
the output of these lasers could be combined to provide a train of much shor-
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ter pulses. What are the practical problems to be solved? Assuming perfect
technology, how short would these pulses be?

7. Consider a passively mode-locked dye laser consisting of a saturable ab-
sorber, a depletable amplifier, an output-coupler and a bandwidth limiting
element. Following the approach described in Section 6.2.4, write down the
equation for the steady state pulse envelope assuming both absorber and am-
plifier are traversed at resonance. The result should be an integro-differential
equation with differentials up to second-order (d2/dt2) and containing inte-
grals of the type W(t) and [W(t)]2 where W(t) =

∫ t
−∞

F(t′)dt′.

8. In short cavity and distributed feedback lasers short pulse generation is pos-
sible in the single (longitudinal) mode regime. At first sight this seems to be
in contradiction to the necessity of a broad laser spectrum. Make a quanti-
tative estimate of the essential laser parameters required for the generation
of a 500 fs pulse (Hint: consult the paragraph on miniature dye lasers in
Section 7.8.1).

9. A Gaussian beam passes through a sequence of a Kerr medium of thickness d
and an aperture of diameter D. The beam waist w0 = 25 µm is at the position
of the Kerr medium (d = 1 mm, n̄2 = 3 · 10−16 cm2/W). Find the distance
from the Kerr medium to the aperture L, and the diameter of the aperture D,
such that the overall transmission changes by 1% if the input illumination is
switched from cw (no Kerr lens) to a 25 fs, 10 nJ pulse.

10. Recall Eq. (6.28) that determines the field envelope, E(t) at the output of a
saturable absorber or amplifier, valid for small induced changes. Use this
equation to derive an equation for the output pulse energy in terms of the
input energy, cf. Eq. (6.51).
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Chapter 7

Ultrashort Sources II - Examples

In the previous chapter the elements of passive mode-locking and their function for
pulse shaping were described in detail. Analytical and numerical methods of cha-
racterizing mode-locked lasers were presented. Passive mode-locking is indeed the
most widely applied and successful technique to produce pulses whose bandwidth
approaches the limits imposed by the gain medium of dye and solid state lasers in-
cluding fiber lasers. Passive mode-locking was the technique of choice to produce
sub 50 fs pulses in dye lasers and, today, is routinely applied in solid-state and fiber
lasers. Sub 5-fs pulses have been obtained from Ti:sapphire lasers without external
pulse compression [1] using this method.

In this chapter we will review additional techniques of mode-locking and dis-
cuss examples of mode-locked lasers. The purely active or synchronous mode-
locking will be covered first, followed by the hybrid passive-active technique. Ot-
her techniques not discussed in the previous chapter are additive mode-locking,
methods based on second order nonlinearities, and passive negative feedback. For
their important role as saturable absorbers we will review the relevant properties
of semiconductor materials. The later part of this chapter is devoted to specific
examples of popular lasers.

7.1 Synchronous mode-locking

A simple method to generate short pulses is to excite the gain medium at a repe-
tition rate synchronized with the cavity mode spacing. This can be done by using
a pump that emits pulses at the round-trip rate of the cavity to be pumped. One
of the main advantages of synchronous mode-locking is that a much broader range
of gain media can be used than in the case of passive mode-locking. This includes
semiconductor lasers and, for instance, laser dyes such as styryl 8, 9, and 14, which

361
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have too short a lifetime to be practical in cw operation, but are quite efficient when
pumped with short pulses.

Ideally, the gain medium in a synchronously pumped laser should have a short
lifetime, so that the duration of the inversion is not larger than that of the pump
pulse. An extreme example is the case of optical parametric oscillators (OPO)
where the gain lives only for the time of the pump pulse.

Synchronous pumping is sometimes used in situations that do not meet this
criterion, just as starting mechanism. This is the case in some Ti:sapphire lasers,
where the gain medium has a longer lifetime than the cavity round-trip time, and
therefore synchronous pumping results in only a very small modulation of the gain.
The small modulation of the gain coefficient αg(t) is sufficient to start the pulse for-
mation and compression mechanism by dispersion and self-phase-modulation [2].
The initial small gain modulation grows because of gain saturation by the mo-
dulated intracavity radiation, resulting in a shortening of the function αg(t), and
ultimately ultrashort pulses.

The simple considerations that follow, neglecting the influence of saturation,
show the importance of cavity synchronism. If the laser cavity is slightly longer
than required for exact synchronism with the pump radiation (train of pulses), sti-
mulated emission and amplified spontaneous emission will constantly accumulate
at the leading edge of the pulse, resulting in pulse durations that could be even lon-
ger than the pump pulse. Therefore, to avoid this situation, the cavity length should
be slightly shorter than that required for exact synchronism with the pump radia-
tion. Let us assume first perfect synchronism. The net gain factor per round-trip
is

G(t) = e[αg(t)dg−L], (7.1)

where L is the natural logarithm of the loss per cavity round-trip. After n round-
trips, the initial spontaneous emission of intensity Isp has been amplified suf-
ficiently to saturate the gain αg, and thus the pulse intensity is approximately
I(t) ≈ Isp ×

{
e[αg0(t)dg−L]

}n
= Isp × [G0(t)]n. The pulse is thus

√
n times narrower

than the unsaturated gain function G0(t).
For a cavity shorter than required for exact synchronism, in a frame of reference

synchronous with the pulsed gain αg(t), the intracavity intensity of the jth round-
trip is related to the previous one by:

I j(t) = I j−1(t +δ)e[αg(t)dg−L], (7.2)

where δ is the mismatch between cavity round-trip time and the pump pulse spa-
cing. The net gain for the circulating pulse e[αg(t)dg−L] exists in the cavity for a time
nδ only, as can be seen from Fig. 7.1. The laser oscillation will start from a small
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Figure 7.1: Net gain (gain minus loss) temporal profile as it appears at each periodicity
of the pump pulse. If the round-trip time of the laser cavity is slightly shorter (by δ) than
the pump period, radiation emitted at the right edge of the gain profile will reappear shifted
to the left by that amount δ at each successive round-trip. A pulse will experience gain for
a maximum of n passages, given by the ratio of the duration of the net gain to the mismatch
δ.

noise burst Isp(t). The intracavity pulse after n round trips can be approximated by:

I(t) = Isp(t + nδ)
[
e(αa3dg−L)

]n
, (7.3)

where Isp(t +nδ) is the spontaneous emission noise present in the cavity in the time
interval (n−1)δ→ nδ, and αa3 = 1

nδ

∫
αg(t)dt is a gain coefficient averaged over the

n round-trips.
These simple considerations indicate that in the absence of any spectral filtering

mechanism and neglecting the distortion of the gain curve αg(t) by saturation, the
pulse should be roughly

√
n times shorter than the duration of the gain window.

The timing mismatch δ is an essential parameter of the operation of a synchro-
nously mode-locked laser. The shape of the autocorrelation (see Chapter 10) is
typically a double sided exponential, which — as pointed out by Van Stryland [3]
— is a signature for a possible random distribution of pulse duration in the train.
The interferometric autocorrelation also indicates a random (Gaussian) distribu-
tion of pulse frequencies [4]. These fluctuations in pulse duration and frequency
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have also been observed in theoretical simulations by New and Catherall [5] and
Stamm [6].

Gain saturation — neglected in the elementary model above — does play an
essential role in pulse shaping and compression for synchronously pumped lasers.
We refer to a paper by Nekhaenko et al. [7] for a detailed review of the various
theories of synchronous pumping. In a typical synchronously pumped laser, the
net gain (at each round-trip) is “terminated” by gain depletion at each passage
of the circulating pulse. The shortening of the gain period results in a laser pulse
much shorter than the pump pulse. This mechanism was analyzed in detail by Frigo
et al. [8]. It has been verified experimentally [9] that the shortest pulse duration
is approximately τp ≈

√
τpumpT2g. This result illustrates the fact that the finite

spectral width of the gain profile, δνg ≈ T−1
2g , ultimately limits the shortest obtained

pulse duration. Numerical simulations have been made to relate the number of
round-trips required to reach steady state to the single-pass gain [10].

Regenerative feedback As we have seen at the beginning of the previous section,
the laser cavity should never be longer than the length corresponding to exact sy-
nchronism with the pump radiation in order to generate pulses shorter than the
pump pulse. This implies strict stability criteria for the pump laser cavity, its mode-
locking electronics, and the laser cavity (invar or quartz rods were generally used
for synchronously pumped dye laser cavities). Considerations of thermal expan-
sion of the support material and typical cavity lengths clearly shows the need for
thermal stability. Indeed, the thermal expansion coefficient of most rigid materials
for the laser support exceeds 10−5/oC. Since the cavity length approaches typically
2 m, even a temperature drift of 0.5 oC would bring the laser out of its stability
range. However, since it is the relative synchronism of the laser cavity with its
pump source that is to be maintained, a simpler and efficient technique is to use the
noise (longitudinal mode beating) of the laser itself, to drive the modulator of the
pump laser [11]. This technique, sometimes called “regenerative feedback,” has
been applied to some commercial synchronously pumped mode-locked lasers, and
even to a Ti:sapphire laser [2].

Seeding Even if somewhat oversimplified, the representation of Fig. 7.1 gives
a clue to an important source of noise in the synchronously pumped dye laser.
The seed Isp(t) has a complex electric field amplitude ε̃(t) with random phase.
As pointed out in [12] and in [6] it is this spontaneous emission source that is at
the origin of the noise of the laser. Could the noise be reduced by adding to ε̃ a
minimum fraction ηE(t) of the laser output, just large enough so that the phase
of ηE(t) + ε̃(t) is equal to the phase of the output fields E(t) (which essentially
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implies ηE(t)� ε̃). Both calculation and experiment have demonstrated a dramatic
noise reduction by seeding the cavity with a small fraction of the pulse in advance
of the main pulse [13]. The emphasis here is on small: only a fraction of the
order of 10−7 (not exceeding 10−5) of the output power should be re-injected. A
possible implementation would consist of reflecting back a fraction of the output
pulse delayed by slightly less than a cavity round-trip. This amounts to a weakly
coupled external cavity. A much simpler implementation demonstrated by Peter et
al. [13] consists in inserting a thin glass plate (microscope cover glass for instance)
in front of the output mirror (Fig. 7.2). The amount of light re-injected is adjusted
by translating the glass plate in front of the beam. The timing of the re-injected
signal is determined by the thickness of the plate.

Figure 7.2: Typical synchronously pumped dye laser. The length of the dye laser cavity
has to be matched to the repetition rate of the pump pulses. The noise in a synchronously
pumped laser can be reduced by re-injection of a portion of the output ahead of the main
intracavity pulse. A thin glass plate on the output mirror intercepts and reflects part of the
beam into the cavity, with the desired advance. The fraction of energy reflected (of the
order of 10−6) is determined by the overlap of the aperture and the glass plate (adapted
from [13]).

7.2 Hybrid mode-locking

Synchronous pumping alone can be considered as a good source of ps rather than fs
pulses. The disadvantages of this technique, as compared to passive mode-locking,
are:
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• a longer pulse duration

• larger amplitude and phase noise,

• the duration of the pulses of the train are often randomly distributed [3],

• when attempting to achieve the shortest pulse durations, the pulse frequen-
cies are randomly distributed [4].

One solution to these problems is to combine the techniques of passive and
active mode-locking in a hybrid system [14,15]. Depending on the optical thickness
of the absorber, the hybrid mode-locked laser is either a synchronously mode-
locked laser perturbed by the addition of saturable absorption or a passively mode-
locked laser pumped synchronously. The distinction is obvious to the user. The
laser with little saturable absorption modulation will have the noise characteristics
and cavity length sensitivity typical of synchronously pumped lasers, but a shorter
pulse duration. The laser with a deep passive modulation (concentrated saturable
absorber for a dye, or a large number of MQW for a semiconductor saturable ab-
sorber) shows intensity autocorrelation traces identical to those of the passively
mode-locked laser [16]. The sensitivity of the laser to cavity detuning decreases.
The reduction in noise can be explained as being related to the additional timing
mismatch introduced by the absorber, which partially compensates the pulse ad-
vancing influence of the gain and spontaneous emission [17].

7.3 Additive pulse mode-locking

7.3.1 Generalities

There has been in the late 1980s a resurrection of interest in developing additive
pulse mode-locking (APML), a technique involving coupled cavities. One of the
basic ideas — to establish the mode coupling outside the main laser resonator —
has been suggested in 1965 by Foster et al. [18] and applied to mode-locking a
He-Ne laser [19]. In that earlier implementation, an acousto-optic modulator is
used to modulate the laser output at half the inter-mode spacing of the laser. The
frequency shifted beam is reflected back through the modulator, resulting in a first-
order diffracted beam which is shifted in frequency by the total mode spacing, and
re-injected into the laser cavity through the output mirror. The output mirror of the
laser forms, with the mirror used to re-inject the modulated radiation, a cavity with
the same mode spacing as the main laser cavity. If the laser is close to threshold, a
small extracavity modulation fed back into the main cavity can be sufficient to lock
the longitudinal modes.
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Unlike this technique more recent APML implementations are based on pas-
sive methods. In the purely dispersive version, pulses from the coupled cavity are
given some phase modulation, such that the first half of the pulse fed back into
the laser adds in phase with the intracavity pulse, while the second half has oppo-
site phase [20]. At each round-trip, the externally injected pulse thus contributes
to compress the intracavity pulse, by adding a contribution to the leading edge
and subtracting a certain amount from the trailing edge, as sketched in Fig. 7.3.
This technique has first been applied to shortening pulses generated through ot-
her mode-locking mechanisms. A reduction in pulse duration by as much as two
orders of magnitudes was demonstrated with color-center lasers [21–24] and with
Ti:sapphire lasers [25].

It was subsequently realized that the mechanism of pulse addition through a
nonlinear coupled cavity is sufficient to passively mode-lock a laser. This technique
has been successfully demonstrated in a Ti:sapphire laser [26], Nd:YAG [27, 28],
Nd:YLF [29, 30], Nd:glass [31], and KCl color-center lasers [32]. A detailed des-
cription of the coherent addition of pulses from the main laser and the extended
cavity which takes place in the additive-pulse mode locking has been summarized
by Ippen et al. [33].

Coherent field addition is only one aspect of the coupled cavity mode-locked
laser. The nonlinearity from the coupled cavity can be for example an amplitude
modulation, as in the “soliton” laser [34], or a resonant nonlinear reflectivity via a
quantum well material [35].

7.3.2 Analysis of APML

Analysis of APML [23, 33] has shown that the coupling between a laser and an
external nonlinear cavity can be modelled as an intensity-dependent reflectivity of
the laser end mirror. Let r be the real (field amplitude) reflection coefficient of the
output mirror. The radiation transmitted through that mirror into the auxiliary (ex-
ternal) cavity returns to the main cavity having experienced a field amplitude loss
γ (γ < 1) and a total phase shift −[φ+ Φ(t)]. The nonlinear phase shift Φ(t) indu-
ced by the nonlinearity is conventionally chosen to be zero at the pulse peak [33],
so that the linear phase shift φ includes a bias due to the peak nonlinear phase
shift. Therefore, if rẼ(t) is the field reflected at the mirror, the field transmitted
through the output mirror, the auxiliary cavity (loss γ) and transmitted a second
time through the output mirror is (1− r2)γe−iφẼ(t)e−iΦ(t). If d is the length of the
nonlinear medium, and assuming a n̄2 nonlinearity, according to Eq. (4.70):

Φ(t) =
2πn̄2

λ`
[Iax(t)− Iax(0)]d (7.4)
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Figure 7.3: A typical additive-pulse mode locked laser (a). At the output mirror M0, the
pulse of the main cavity [(b), top left] adds coherently to the pulse of the auxiliary cavity
[(b), bottom left], to result in a shortened pulse [(b), right] (courtesy E. Wintner).

where Iax(t) is the intensity of the field in the auxiliary cavity. For a qualitative
discussion we determine the total reflection by adding the contribution of the re-
injected field from the auxiliary cavity to the field reflection r of the output mirror,
which leads to a time dependent complex “reflection coefficient” Γ̃:

Γ̃(t) = r +γ(1− r2)e−iφ[1− iΦ(t)]. (7.5)

In Eq. (7.5), it has been assumed that Φ is small, allowing us to substitute for the
phase factor e−iΦ its first order expansion. There is a differential reflectivity for
different parts of the pulses. If one sets φ = −π/2, then |Γ̃| has a maximum value at
the pulse center where Φ = 0, and smaller values at the wings:

Γ̃(t) = r +γ(1− r2)Φ(t) + i[γ(1− r2)]. (7.6)

The reflection is thus decreasing when Φ becomes negative in the wings of the
pulse, which is the “coherent field subtraction” sketched in Fig. 7.3. The compres-
sion factor is determined by the ratio of γ(1− r2) to r, which can be related to the
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ratio of energy in the auxiliary cavity to that in the main cavity [Note that γ(1− r2)
is the maximum amount of energy that can be subtracted from the pulse in the main
cavity at each round-trip].

This dynamic reflectivity can be adjusted for pulse shortening at each reflection,
until a steady-state balance is achieved between the pulse shortening and pulse
spreading due to bandwidth limitation and dispersion.

7.4 Mode-locking based on non-resonant nonlinearity

Various techniques of mode locking using second order nonlinearities have been
developed. A first method is a direct extension of Kerr-lens mode-locking, which
has been analyzed in the previous chapter. A giant third order susceptibility can
be found near phase matching conditions in second harmonic generation, not un-
like the situation encountered with a third order susceptibility, which is seen to
be enhanced near a two-photon resonance [36, 37]. In this method, called casca-
ded second-order nonlinearity mode-locking, the nonlinear crystal is used in mis-
matched conditions with a mirror that reflects totally both the fundamental and
second-harmonic waves. The cascade of sum and difference frequency generation
induces a transverse focusing of the fundamental beam in a way similar to Kerr
self-focusing. This method has been applied to solid state lasers by Cerullo [38]
and Danailov [39]. The resonance condition (the phase matching bandwidth) imp-
lied in this method does not make it applicable to the fs range.

Another technique was introduced by Stankov [40,41], who demonstrated pas-
sive mode-locking in a Q-switched laser by means of a nonlinear mirror consisting
of a second harmonic generating crystal and a dichroic mirror. Dispersion between
the crystal and the dichroic mirror is adjusted so that the reflected second harmonic
is converted back to the fundamental.

A third method, based on polarization rotation occurring with type-II second
harmonic generation, is the equivalent of Kerr-lens mode locking in fiber lasers.
It has also been applied to some solid state lasers. The last two methods will be
discussed in more details in the following subsections.

7.4.1 Nonlinear mirror

The principle of operation of the nonlinear mirror can be understood with the ske-
tch of Fig. 7.4, showing the end cavity elements that provide the function of non-
linear reflection. A frequency-doubling crystal in phase-matched orientation is
combined with a dichroic mirror output coupler that totally reflects the second-
harmonic beam and only partially reflects the fundamental. These two elements
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Figure 7.4: End cavity assembly constituting a nonlinear mirror. The end mirror is a total
reflector for the second harmonic, and a partial reflector for the fundamental.

form a reflector, whose reflectivity at the fundamental wavelength can either incre-
ase or decrease, depending on the phases of the fundamental and second harmonic
radiation. These phase relations between the first and second harmonics can be ad-
justed inserting a dispersive element between the nonlinear crystal and the dichroic
mirror. The dispersive element can be either air (the phase adjustable parameter is
the distance between the end mirror and the crystal) or a phase plate (of which the
angle can be adjusted.

At low intensity, the cavity loss is roughly equal to the transmission coefficient
of the output coupler at the fundamental wavelength. At high intensities, more
second harmonic is generated, reflected back and reconverted to the intracavity
fundamental, resulting in an increase in the effective reflection coefficient of the
crystal– output coupler combination. The losses are thus decreasing with intensity,
just as is the case with a saturable absorber. Figure 7.5 shows the variation of
intensities of the fundamental and second harmonic in the first (left) and second
(right) passage through the second harmonic generating crystal. Depletion of the
fundamental through SHG reduced the intensity to 30% of its initial value. Only
10% of that fundamental is reflected back through the SHG crystal. However,
since the full SH signal that was generated in the first passage is reflected back,
and since it has reversed phase with respect to the fundamental, 30% of the initial
fundamental is recovered. At the first passage, the conversion to second harmonic
should be sufficient to have a sizeable depletion of the fundamental. Therefore, this
method works best for high power lasers. The theoretical framework for the second
harmonic generation has been set in Chapter 3 (Section 4.3.1) and can be applied
for a theoretical analysis of this type of modelocking. A frequency domain analysis
of the mode-locking process using a nonlinear mirror can be found in ref. [42].
Available software packages, such as — for example — S NLO software [43] can
be used to compute the transmission of fundamental and second harmonic at each
passage.

The electronic nonlinearity for harmonic generation responds in less than a few
femtoseconds. However, because of the need to use long crystals to obtain suffi-
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Figure 7.5: Variation of intensity of the fundamental (F, solid line) and the second harmo-
nic (SH, dashed line) for two successive passages, A and B, through the nonlinear crystal.
The entrance and exit surfaces a and b are labelled in Fig. 7.4. A fraction R = 10% of
the fundamental intensity is reflected back into the crystal, together with the entire second
harmonic. After propagation for a distance B in air, the phase of the second harmonic
with respect to the fundamental has undergone a shift of π, resulting in a re-conversion of
second harmonic into fundamental at the second passage.

cient conversion, the shortest pulse durations that can be obtained by this method
are limited to the picosecond range by the phase matching bandwidth. The method
has been applied successfully to flashlamp pumped lasers [44] and diode pumped
lasers [45–48]. A review can be found in ref. [49].

The same principle has also been applied in a technique of parametric mode-
locking [50], which can be viewed as a laser hybridly mode-locked by a nonlinear
process. The third-order nonlinearity of a crystal applied to sum and difference
frequency generation is used in the mode-locking process. The nonlinear mirror
can also be used to provide negative feedback instead of positive feedback [51]
by adjusting the phase shift between fundamental and second harmonic by the
dispersive element.
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7.4.2 Polarization Rotation

Nonlinear polarization rotation due to the nonlinear index associated with ellipti-
cal polarization has been described in Section 6.4.2 as an example of a third-order
nonlinear process. Again, a second order nonlinearity can also be used for polari-
zation rotation. As is the case when a phase-matched second harmonic generation
is used, the minimum pulse duration is determined by the inverse of the phase
matching bandwidth.

Under type-II phase-matching, the orientation of the fundamental field polari-
zation (assumed to be linear) at the output of the nonlinear crystal is directly depen-
dent on the relative intensity of the two orthogonal polarization components. The
crystal cut and orientation is assumed to perfectly fulfill the phase-matching con-
ditions for second harmonic generation. If the linearly polarized incoming field is
split into two orthogonal components with strongly unbalanced intensity, then the
wave of smallest initial amplitude may be completely depleted since the second
harmonic generation process diminishes each component by the same amount. If
the nonlinear propagation continues beyond that point the second harmonic genera-
tion is replaced by difference frequency generation between the generated harmo-
nic and the remaining fundamental component. The new fundamental field appears
on the polarization axis where the fundamental had disappeared but the phase of
the created field is now shifted by π with respect to the initial field. Difference
frequency generation then goes on with propagation distance until the power of
the second harmonic goes to zero. If we assume that the crystal behaves in the
linear regime like a full-wave or half-wave plate then the output polarization state
remains linear in the nonlinear regime but the orientation of the output is intensity
dependent. Two properly oriented polarizers placed on either side of the nonlinear
crystal permit us to build a device with an intensity dependent transmission.

Details on the use of nonlinear polarization in a type-II SHG for mode-locking
of a cw lamp-pumped Nd:YAG laser are given in ref [52].

7.5 Negative feedback

In this section we will describe a technique that limits the peak power of pulses
circulating in the cavity. This can be accomplished by a combination of an element
producing nonlinear defocusing and an aperture. Negative feedback has gained
importance in Q-switched and modelocked solid-state lasers because it tends to
lengthen the pulse train by limiting the peak power and thereby reducing the gain
depletion. Moreover, a longer time for pulse formation usually leads to shorter
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output pulses and more stable operation.1

We have seen that the pulse formation — in passively mode-locked lasers —
is associated with a positive feedback element (Kerr lensing, saturable absorber)
which enhances positive intensity fluctuations (generally through a decrease of los-
ses with increasing intensity). While a positive feedback leads to pulse formation,
it is inherently an unstable process, since intensity fluctuations are amplified. The-
refore, it is desirable, in particular in high-power lasers, to have a negative feedback
element that sets in at higher intensities than the positive feedback element.

Pulses of 10, 5, and less than 1 ps have been generated with this technique
with Nd:YAG, Nd:YAP and Nd:glass lasers, respectively. More importantly for
the fs field, the pulse-to-pulse reproducibility (better than 0.2% [53]) makes these
lasers ideal pump sources for synchronous or hybrid mode-locking. The flashlamp
pumped solid state laser with negative feedback provides a much higher energy per
pulse, at shorter pulse duration, than the cw mode-locked laser used conventionally
as pump for fs systems. The use of negative feedback to effectively pump a fs dye
laser was demonstrated by Angel et al. [10].

In semiconductor laser pumped solid state lasers, negative feedback can be
used to suppress Q-switched-mode-locked operation, in favor of cw mode-locked
operation [54]. The mechanism is the same as for the flashlamp pumped laser: the
energy limiting prevents the total gain depletion that ultimately interrupts the pulse
train.

Electronic feedback

A typical flashlamp pumped, mode-locked Nd laser generates a train of only five to
ten pulses of all different intensities. In the first implementation of “negative feed-
back,” an electronic feedback loop increases the cavity losses if the pulse energy
exceeds a well defined value. Martinez and Spinelli [55] proposed to use an electro-
optic modulator to actively limit the intracavity energy in a passively mode locked
glass laser. They demonstrated that the pulse train could be extended. A fast high
voltage electronics led to the generation of µs pulse trains in a passively mode
locked glass lasers [56] and in hybrid Nd:glass lasers [57].

Electronic Q-switching and negative feedback has the advantage that the timing
of the pulses is electronically controlled. This is important in applications where
several laser systems have to be synchronized. However, there is a minimum re-
sponse time of one cavity roundtrip before the feedback can react [57].

1Note that in high-power solid-state lasers the typical Q-switched pulse is not much longer than
a few cavity round trips.
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Passive negative feedback

A passive feedback system can provide immediate response — i.e., on the time
scale of the pulse rather than on the time scale of the cavity round-trip. We will here
restrict our description to the Nd laser using a semiconductor (GaAs) for passive
negative feedback. The semiconductor used in a passive feedback system produces
nonlinear lensing. The analysis of the beam focusing is identical to that of the Kerr
lensing, except that the sign of the lensing is opposite. The nonlinear index change
is initiated by electrons generated by two-photon absorption into the conduction
band. Various processes then contribute to the index change. The index change by
free electrons, for example, can be estimated with the Drude model and is negative:

∆nd(x,y, t) = −
n0e2

2m∗ε0ω
2
`

N(x,y, t), (7.7)

where N is the electron density, m∗ is the electron’s effective mass and n0 is the
linear index. We refer to the literature for additional contributions to ∆n such as
the interband contribution [58], and an additional electronic contribution [36, 59].

Other implementation of passive negative feedback [60] have used a second
harmonic crystal near phase matching (“cascaded nonlineary”) to produce a large
nonlinear index required for the energy limiter.

A typical laser using passive negative feedback generally includes a saturable
absorber for Q-switching and mode-locking, and an energy limiter. An energy
limiter that can be used for passive negative feedback is illustrated in Fig. 7.6. A
two-photon absorber (typically GaAs) is located near a cavity end mirror. After
double passage through this sample, the beam is defocused by a self-induced lens
originating mainly from the free carriers generated through two-photon absorption.
The defocused portion of the beam is truncated by an aperture. Self-defocusing in
the semiconducting two-photon absorber sets in at a power level that should be
close to the saturation intensity of the saturable absorber used for Q-switching
and mode-locking. Because the pulse intensity is close to the pulse saturation
intensity, there is optimal pulse compression at the pulse leading edge by saturable
absorption. Because of self defocusing in GaAs, the pulse trailing edge is clipped
off, resulting in further pulse compression and energy loss.

The stabilization and compression of the individual pulses result from a deli-
cate balance of numerous physical mechanisms. Details of the experimental im-
plementation and theoretical analysis can be found in the literature [61–63].

At the end of this section we will discuss an experiment that illustrates the
saturation and focusing properties of a particular nonlinear element. Often the
nonlinear element [64] is just the substrate of a multiple quantum well. In that
case, one has combined in one element the function of saturable absorber (the
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Figure 7.6: Passive negative feedback is typically achieved by inserting in the cavity
an energy limiter, which can consist of a GaAs plate (acting as two-photon absorber and
subsequent defocusing element) and an aperture (pinhole).

Figure 7.7: Experimental set-up to observe the saturable absorption, two-photon absorp-
tion and self lensing in a sample of 100 quantum wells on a GaAs substrate located in front
of a CCD camera (from ref. [64]).

MQW, excited by one-photon absorption) and energy limiter (the substrate, excited
by two-photon absorption). The properties of the MQW on its substrate are well
demonstrated by the measurement illustrated in Fig. 7.7 and 7.8. A diode pumped
microchip YAG laser is used to focus pulses of 3 µJ energy and 1 ns duration at
a repetition rate of 15.26 kHz into a sample consisting of 100 quantum wells on a
GaAs substrate. The lens has a focal distance of 50 mm. The output power from
the laser was attenuated in order not to damage the MQW. The maximum power
density in the focal point was 10 MW/cm2. The spatial profile of the radiation
transmitted through the sample was analyzed, using a CCD camera, as a function
of the position of the sample. The various profiles are shown in Fig. 7.8. From
this picture we can see that the initial low power transmission of 23% far from
the focal point increases to 45% close to the focal point. The transmission of the
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Figure 7.8: Spatial beam structure versus longitudinal position of the sample along the
axis of the beam, after the lens. The distances from focus are indicated (in mm). The upper
part of the figure corresponds to the positions left of the focus; the lower part right of the
focus (from ref. [64]).

GaAs plate alone is 52%, indicating that the nonsaturable losses in the MQW are
about 10%. The increase in transmission reflects the saturation of the quantum
wells. Close to the focal point, the transmission drops and significant de-focusing
is observed. This is a region of large two-photon absorption, creating an electron
plasma sufficiently dense to scatter the beam. Self defocusing is observed with the
sample positioned to the left of the focus, self-focusing to the right of the focus.

7.6 Semiconductor-based saturable absorbers

Progress in the fabrication of semiconductors and semiconductor based structures,
such as multiple-quantum wells (MQWs), has led to the development of compact
and efficient saturable absorbers whose linear and nonlinear optical properties can
be custom tailored. These devices are particularly suited for mode-locking solid-
state lasers, fiber lasers and semiconductor lasers. They can conveniently be de-
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signed as laser mirrors, which makes them attractive for initiating and sustaining
mode-locking in a variety of solid-state lasers and cavity configurations, for a re-
view see [65].

In semiconductors a transition from the valence to the conduction band is mos-
tly used. In MQWs an excitonic resonance near the band edge can be utilized [66],
which leads to a lower saturation energy density [67].

As discussed in the previous chapter an important parameter is the relaxation
time of the absorber. The recovery rate is the sum of the carrier relaxation rate
1/T1 and the rate of diffusion out of the excited volume 1/τd:

1
τA

=
1

T1
+

1
τd
. (7.8)

For a beam waist w0 at the absorber the characteristic diffusion time can be estima-
ted by

τd =
w2

0

8D
,

where D is the diffusion constant, which is related to the carrier mobility µ through
the Einstein relation D = kBTµ/e. For a beam waist of 2 µm and D = 10 cm2/s for
example, the diffusion time τd ≈ 500 ps.

Typical carrier lifetimes in pure semiconductors are ns and thus too long for
most mode-locking applications, where the cavity roundtrip time is of the order of
a few ns. Several methods are available to reduce the effective absorption recovery
rate of bulk semiconductors and MQWs:

1. tight focusing,

2. insertion of defects.

A commonly used technique to insert defects is proton bombardment with sub-
sequent gentle annealing. For example, the bombardment of a MQW sample con-
sisting of 80 periods of 102 ÅGaAs and 101 ÅGa0.71Al0.29As, with 200-keV pro-
tons resulted in recovery times of 560 ps and 150 ps, respectively [67]. Structures
with shorter wells (70 to 80 Å) separated by 100 Å barriers yield broader absorp-
tion bands [68], with the same recovery time of 150 ps after a 1013/cm2 proton
bombardment and annealing.

Another technique to introduce defects is to grow the semiconductor at rela-
tively low temperature. This can lead to a relatively large density of deep-level
defects that can quickly trap excited carriers. As an example, Fig. 7.9 shows a
plot of the carrier lifetime versus MBE growth temperature. The measurement is
performed by focusing a 100 fs pump pulse onto a 20–30 µm spot on the semicon-
ductor. A 10 times attenuated (as compared to the pump) probe pulse is focused
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Figure 7.9: Carrier lifetime of GaAs versus MBE growth temperature. The inset shows
the transient reflection measured in a pump-probe experiment, for a 200oC grown un-
annealed sample (from [69]).

into a 10 µm island within the pumped region. Both pump and probe are at 620
nm. The reflectance of the probe is measured as a function of probe delay (inset in
Fig. 7.9). The carrier lifetime is defined as the initial decay (1/e) of the reflectance
versus delay curve.

Table 7.1 lists carrier lifetimes and mobilities of some representative semicon-
ductor materials.

7.7 Solid State Lasers

7.7.1 Generalities

Most common solid state lasers used for ultrashort pulse generation are media with
a long lifetime (compared to typical cavity round-trip times). The laser efficiency
can be very high if pumped by other lasers, for example semiconductor lasers, tu-
ned to the pump transition. This is especially the case for lasers such as Ytterbium
YAG that have a very small quantum defect2.

Since these solid state lasers have small gain cross sections as compared to dye
lasers and semiconductor lasers, gain modulation is ineffective for mode-locking.

2The quantum defect is the difference in energy of the pump photon and the laser emitting photon.
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Carrier lifetime T1 Mobility µ
Material (ps) (cm2/Vs)
Cr-doped GaAs 50-100 1000
Ion implanted InP 2-4 200
Ion-damaged Si-on-sapphire 0.6 30
Amorphous silicon 0.8-20 1
MOCVD CdTe 0.45 180
GaAs (MBE, 200oC) 0.3 150
In0.42Al0.48As (MBE, 150oC) 0.4 5

Table 7.1: Semiconducting materials with carrier lifetimes and mobilities (from [69]).

With an upper state lifetime many orders of magnitude longer than the round-trip
time, synchronous pumping is very seldom used 3.

The relatively low gain calls for longer lasing media, of the order of several
mm, as opposed to the typical 100 µm used with dye and semiconductor lasers.
The long gain crystal in turn favors large self-phase modulation. Therefore, mode-
locking will most often occur through Kerr lensing and chirping in the gain me-
dium. Some exception where saturable absorbers are used are

• Long pulse generation, tunable in wavelength.

• Mode-locking of LiCAF lasers, where the Kerr effect is very small.

• Bidirectional mode-locking of ring lasers (Kerr-lensing in the gain medium
favors unidirectionality).

Also because of the longer gain medium, (as compared to dye and semiconductor
lasers), the laser will be very sensitive to any parameter that influences the index
of refraction. These are:

• Laser pulse intensity – an effect generally used for passive mode-locking
(Kerr lensing).

• Temperature dependence of the index of refraction, which leads to thermal
lensing and birefringence.

• Change in index of refraction associated with the change in polarizability of
optically pumped active ions.

3Synchronous pumping has been used with some Ti:sapphire lasers to provide the modulation
necessary to start the Kerr-lensing mode-locking, but not as a primary mode-locking mechanism.
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The latter effect was investigated by Powell et al. [70] in Nd doped lasers, and
found to be of the order of 50% of the thermal change in index.

Pumping of solid state lasers is done either by another laser (for instance ar-
gon ion laser, or frequency doubled vanadate (YVO4) laser, for Ti:sapphire) or by
a semiconductor laser (Cr:LiSAF, Nd:vanadate) or by flashlamps (Nd:YAG). Di-
ode laser pumping is the most advantageous from the point of view of wall-plug
efficiency.

Mode-locked solid state lasers tend to specialize according to the property that
is desired. So far Ti:sapphire lasers have been the choice for shortest pulse gene-
ration and stabilized frequency combs. Diode pumped Cr:LiSAF lasers can reach
pulse durations in the tens of fs, and are the preferred laser when extremely low
power consumption is desired. Nd:YAG lasers are most convenient for generating
high power Q-switched mode-locked ps pulse trains, and are generally flashlamp
pumped. Nd:vanadate is generally used as diode pumped Q-switched mode-locked
source, although it is possible to achieve cw mode locked operation too. Both
Nd:YAG and vanadate have a bandwidth that restricts their operation to a shortest
pulse of approximately 10 ps. The laser with the lowest quantum defect is sought
for high power application where efficiency is an issue. Yb:YAG can be pumped
with 940 nm diode lasers, to emit at 1.05 micron. An optical to optical conversion
efficiency of 35% has been obtained [71].

7.7.2 Ti:sapphire laser

The Ti:sapphire laser is the most popular source of fs pulses. The properties that
make it one of the most attractive source of ultrashort pulses are listed in Table 7.2.
Ti:sapphire is one of the materials with the largest gain bandwidth, excellent ther-
mal and optical properties, and a reasonably large nonlinear index.

A typical configuration is sketched in Fig. 7.10. The pump laser is typically
either a cw Ar ion laser or a frequency doubled Nd:vanadate laser. The operation
of this laser is referred to as “self-mode-locked” [75]. The cavity configuration
is usually linear, containing only the active element (the Ti:sapphire rod), mirrors
and dispersive elements. The latter can be a pair of prisms (cf. Section 2.5.5), or
negative dispersion mirrors (cf. Section 2.3.3), or other interferometric structures.
Dispersion control by prisms [76] and by mirrors [77] led to the generation of
pulses shorter than 12 fs in the early 90’s. The output power typically can reach
hundreds of mW at pump powers of less than 5 W. Sometimes, to start the pulse
evolution and maintain a stable pulse regime, a saturable absorber, an acousto-optic
modulator, a wobbling end mirror, or synchronous pumping is used.

The mode-locking mechanism most often used in the cavity of Fig. 7.10 is Kerr
lens mode-locking. The cavity mode is adjusted in such a way that the lensing
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Property Value Units Reference
Index of refraction at 800 nm 1.76 [72]
Nonlinear index (electronic) 10.5 ·10−16 cm2/W [73]
Raman shift 419 cm−1 [73]
Damping time TR 6 ps [73]
Raman contribution to ñ2 1.7 ·10−17 cm2/W [73]
Raman shift 647 cm−1 [73]
Damping time TR 6 ps [73]
Raman contribution to ñ2 0.8 ·10−17 cm2/W [73]
Dispersion (k”) at 800 nm 612 fs2/cm
Peak absorption at 500 nm
σπ 6.5·10−20 cm2 [74]
σσ 2.5·10−20 cm2 [74]
Number density of Ti3+ 3.3·1019 cm−3

at a concentration of 0.1 wt.% Ti2O3

Peak gain at 795 nm
σπ 5·10−20 cm2 [74]
σσ 1.7·10−20 cm2 [74]
Fluorescence
lifetime τF 3.15 µs [74]
dτF/dT - 0.0265 µs/oK [74]

Table 7.2: Room temperature physical properties of Ti:sapphire. The gain cross-section
increases with decreasing temperature, making it desirable to operate the laser rod at low
temperatures. The values for the nonlinear index from ref. [73] take into account the con-
version factor 4.61. Some data are given for σ (perpendicular to the optical axis) and π
(parallel to the optical axis) polarization.

effect in the Ti:sapphire rod results in a better overlap with the pump beam, hence
an increased gain for high peak power pulses (soft aperture). Another approach
discussed in Section 6.4.3 and Appendix ?? is to insert an aperture in the cavity, at
a location such that self-lensing results in reduced losses [increased transmission
through the aperture (hard aperture)].

While Kerr-lensing in conjunction with a soft or a hard aperture initiates the
amplitude modulation essential to start the mode-locking, the succession of self-
phase modulation and quadratic dispersion is responsible for pulse compression.
The prism pair provides a convenient means to tune the dispersion to an optimal
value that will compensate the self-phase modulation, by translating the prism into
the path of the beam, as shown in Fig. 7.10.

The shortest pulse duration that can be achieved is ultimately determined by
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Figure 7.10: Typical Ti:sapphire laser cavity consisting (from the right) of an end mirror,
an aperture, a prism pair, folding mirrors at both sides of the laser crystal, and an output
coupler. The various controls that are possible on this laser are indicated.

higher order dispersion, which includes a contribution from the prism material,
from the Ti:sapphire crystal, and the mirror coatings. To minimize the third or-
der dispersion from the gain medium, short crystal lengths (2 to 4 mm) with the
maximum doping compatible with an acceptable optical quality of the Ti:sapphire
crystal are generally used. If the shortest pulses are desired, quartz prisms are ge-
nerally preferred because of their low third order dispersion. However, since the
second order dispersion of quartz is also small, the shortest pulse is compromised
against a long round-trip time, since the intra-prism distance has to be large (>
1 m) to achieve negative dispersion. Another choice of prism material is LaK16,
which has a sufficient second order dispersion to provide negative dispersion for
distances of the order of 40 cm to 60 cm. Highly dispersive prisms such as SF10
or SF14 are used when a large number of dispersive intracavity elements has to be
compensated with a large negative dispersion.

Several “control knobs” are indicated on the Ti:sapphire laser sketched in Fig. 7.10.
After traversing the two prism sequence from left to right, the various wavelengths
that constitute the pulse are displaced transversally before hitting the end mirror.
An adjustable aperture located between the last prism and the end mirror can there-
fore be used either to narrow the pulse spectrum (hence elongate the pulse) or tune
the central pulse wavelength. A small tilt of the end mirror — which can be perfor-
med with piezoelectric elements) — can by used to tune the group velocity (hence
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the cavity round-trip time, or the “mode” spacing) without affecting the optical
cavity length at the average pulse frequency (no translation of the “modes”). The
position of the modes — in particular the mode at the average pulse frequency —
can be controlled by translation of the of the end mirror with piezoelectric transdu-
cers. Such a motion also affects the repetition rate of the cavity. Ideally, orthogonal
control of the repetition rate and mode position requires two linear combinations
of the piezo controls just mentioned.

Cavities with chirped mirrors

Instead of intracavity prisms, negative dispersion mirrors are the preferred solution
for the shortest pulses, provided a short Ti:sapphire rod is available, and there is
no other dispersive intracavity element. Continuous tuning of the dispersion is not
possible as was the case with the intracavity prism pair. Discrete tuning however
is possible, through the number of multiple reflection at the dispersive mirrors.
The minimum increment of dispersion is the dispersion upon single reflection of a
coating.

As we have seen in Chapter 6, one of the applications of mode-locked lasers
is to generate frequency combs for metrology. We will discuss such examples and
the lasers applied in more detail in Chapter 14. For these applications it is desira-
ble to have an octave spanning pulse spectrum, which implies pulses as short as 5
fs, or about 2 optical cycles [1]. This allows one to mix the second harmonic of
the IR part of the mode comb with a mode from the short wavelength part of the
spectrum - a technique to determine the carrier to envelope offset [78–81]. An ex-
ample of such a 5-fs laser is sketched in Fig. 7.11. Mirrors with a smooth negative
dispersion over the whole spectrum have been developed (see Section 2.3.3) and
“double chirped mirrors” have been used for this laser [82]. Both the low and high
index layers of these coatings are chirped. The spectral analysis of the reflectivity
of these coatings still shows “phase ripples”. To eliminate these ripples, the mirrors
are used in pairs, manufactured in such a way that the ripples are 180 degrees out
of phase.

Continuous dispersion tuning is achieved by the use of thin BaF2 wedges.
BaF2 is the material with a low ratio of third- to second-order dispersion in the
wavelength range from 600 to 1200 nm, and the slope of its dispersion is nearly
identical to that of air. It is therefore possible to scale the cavity to, for instance,
shorter dimensions, and maintain the same dispersion characteristics by adding the
appropriate amount of BaF2.
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Figure 7.11: Ti:sapphire laser cavity with chirped mirrors for 5-fs pulse generation. Two
wedges of BaF2 are used for continuous dispersion control. The intracavity group velocity
is tuned through the pump intensity. The servo loop takes the signal from the measurement
of the CEO, and feeds it back to an acousto-optic modulator. Adapted from [1].

High power from oscillators

For some applications, for example laser micromachining, it is desirable to increase
the pulse energy of the output of fs oscillators without amplification. Since the
pump power is limited an increase in pulse energy can only be at the expense of
repetition rate. Several different techniques have been developed.

A cavity dumper can be inserted in the Kerr-lens mode-locked Ti:sapphire la-
ser resonator [83, 84]. This allows the fs pulse to build up in a high-Q cavity with
essentially no outcoupling losses. When a certain energy is reached the outcoupler
(typically based on an acousto-optic modulator) is turned on and the pulse is cou-
pled out of the cavity. Repetition rates typically range from a few 100 kHz to a few
MHz. Pulse energies of up to the 100-nJ level are possible.

Another method tries to capitalize on the inherent trend in solid-state lasers to
show relaxation oscillations and self-Q switching. In such regimes the envelope of
the modelocked pulse train is modulated. The Q-switched and modelocked output
can be stabilized by (weakly) amplitude modulating the pump at a frequency of
several hundred kHz that is derived from the Q-switched envelope in a feedback
loop [85].

A third technique is based on long laser cavities (up to tens of meters) resulting
in low repetition rates of a few MHz. Careful cavity and dispersion design are
necessary to avoid the multiple pulse lasing and the instabilities that are usually
associated with long cavities [86]. For example, 200-nJ, 30-fs pulses at a repetition
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rate of 11 MHz were obtained with a chirped mirror cavity and external pulse
compression with prisms [87].

7.7.3 Cr:LiSAF, Cr:LiGAF, Cr:LiSGAF and Alexandrite

The chromium ion has maintained its historical importance as a lasing medium.
Ruby is produced by doping a sapphire host with Cr2O3. The ruby laser being a
three level system, requires high pump intensities to reach population inversion.
It is a high gain, narrow bandwidth, laser, hence not suited for ultrashort pulse
applications.

A broadband lasing medium is alexandrite, consisting of chromium doped
chrysoberyl (BeAl2O4:Cr3+). The alexandrite laser is generally flashlamp pum-
ped (absorption bands from 380 to 630 nm), with a gain bandwidth ranging from
700 to 820 nm, and is therefore sometimes used as an amplifier (mostly regene-
rative amplifier) for pulses from Ti:sapphire lasers. It is one of rare laser media
in which the gain cross section increases with temperature, from 7 · 10−21 cm2 at
300oK to 2 ·10−20 cm2 at 475oK [72].

Of importance for femtosecond pulse generation are the Cr3+:LiSrAlF6 or Cr:LiSAF,
Cr3+:LiSrGaF6 or Cr:LiSGAF and Cr3+:LiCaAlF6 or Cr:LiCAF lasers. These cry-
stals have very similar properties as shown in Table 7.3. The gain cross section
is relatively low compared with other diode pumped laser crystals (30× less than
that of Nd:YAG for example). The thermal conductivity is 10× smaller than for
Ti:sapphire. Therefore, very thin crystals are generally used for better cooling,
which makes the mounting particularly delicate. The gain drops rapidly with tem-
perature, because of increasing non-radiative decay. Stalder et al. [88] define a
temperature T1/2 at which the lifetime drops to half of the radiative decay time
measured at low temperature. As shown in Table 7.3, this critical temperature is
particularly low for Cr:LiSAF and Cr:LiSCAF (70oC) which, combined with their
poor thermal conductivity, makes these crystals unsuitable for high power applica-
tions. Cr:LiCAF is preferred to the other two in applications such as regenerative
amplifiers, because of its slightly larger saturation energy and better tolerance to a
temperature increase.

The Cr3+:LiSrAlF6 is the most popular laser medium for low power, high effi-
ciency operation. It is generally pumped by high brightness AlGaInP laser diodes.
The emitting cross-section of a typical laser diode is rectangular, with a thickness
of only a few micron, and a width equal to that of the diode. A “high brightness”
diode is one for which the width does not exceed 200 µm. The shorter the diode
stripe, the higher the brightness, and the lower the threshold for laser operation.
Pump threshold powers as low as 2 mW [89] have been observed in diode pumped
Cr3+:LiSrAlF6 lasers. Mode-locked operation with 75 fs pulses was achieved with
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only 36 mW of pump power [90].

As can be seem from a comparison of Tables 7.2 and 7.3, the nonlinear in-
dex in LiSAF is significantly smaller than in Ti:sapphire. A very careful design of
the cavity including astigmatism compensation is required in order to have tighter
focusing in the LiSAF crystal, leading to the same Kerr lensing than in a typical
Ti:sapphire laser [90]. A pair of BK7 prisms (prism separation 360 mm) was found
to be optimal for second and third order dispersion compensation, leading to pulses
as short as 12 fs (200 MHz repetition rate) for a Cr:LiSAF laser, pumped by two
diode lasers of 500 mW and 350 mW output power [95]. The average output power
of the fs laser was 6 mW. Diode laser technology is the limiting factor in reaching
high output powers. Indeed, 70 mW and 100 mW powers (14 fs pulse duration) are
easily obtained by Kr-ion laser pumping of LiSAF and LiGAF, respectively [96].
One solution to alleviate the drawback of a reduced brightness for higher power
pump diodes, is to pump with a diode laser master oscillator power-amplifier sy-
stem [97]. An output power of 50 mW was obtained with an absorbed pump power
of 370 mW.

With chirped mirrors for dispersion compensation, the Cr:LiSAF laser should
lend itself to very compact structures at high repetition rate, although most lasers
were operated at less than 100 MHz [90–92, 96, 97]. The 12 fs Cr:LiSAF laser
operating with a BK7 prism pair however had the shortest cavity, with a repetition
rate of 200 MHz [95].

Because of the small nonlinear index n̄2, it is often more convenient to use a
single quantum well to initiate and maintain the mode-locking. Mode-locking with
saturable absorber quantum wells was discussed in Section 7.6.

7.7.4 Cr:Forsterite and Cr:Cunyite lasers

These two lasers use tetravalent chromium Cr4+ as a substitute for Si4+ in the host
Mg2SiO4 (forsterite) [99, 100] and as a substitute for Ge in the host Ca2GeO4
(cunyite) [101, 102]. The properties of these two lasers are compared in Table 7.4.
Forsterite based lasers have become important because they operate in the 1.3 µm
range (1167 to 1345 nm), and can be pumped with Nd:YAG lasers. Attempts have
also been made at diode pumping [103]. By careful intracavity dispersion com-
pensation with a pair of SF58 prisms complemented by double chirped mirrors, a
pulse duration of 14 fs was obtained [104]. This laser, pumped by a Nd:YAG laser,
had a threshold of 800 mW for cw operation and 4 W for mode-locked operation.
100 mW output power could be achieved with a pump power of 6 W.
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Property Cr:LiSAF Cr:LiSGAF Cr:LiCAF Units Ref.
Sellmeir coeff.
Ao 1.95823 1.95733 1.91850
Ae 1.95784 1.95503 1.91408
Bo 0.00253 0.00205 0.00113 µm2

Be 0.00378 0.00252 0.00155 µm2

Co 0.02671 0.03836 0.04553 µm2

Ce 0.01825 0.03413 0.04132 µm2

Do 0.05155 0.04765 0.02525 µm−2

De 0.02768 0.03822 0.01566 µm−2

no (850 nm) 1.38730 1.38776 1.37910
Nonlinear index 3.3 10−16 3.3 10−16 3.7 10−16 cm2/W [73]
Dispersion k′′

(850 nm, 0.8%) 210 280 fs2/cm [91, 92]
Dispersion k′′

(850 nm, 2%) 250 fs2/cm [91]
3rd order
dispersion k′′′ 1850 1540 fs3/cm [91, 92]
Peak absorption 670 630 nm
Peak gain at 850 835 763 nm
cross section σπ 4.8 10−20 3.3 10−20 1.3 10−20 cm2 [93]
Fluorescence
τF (300oK 67 88 170 µs [93]
T1/2 69 75 255 oC [88]
Expansion coeff.
along c-axis -10 0 3.6 10−6/K [93]
along a-axis 25 12 22 10−6/K [93]
c-axis thermal
conductivity 3.3 3.6 5.14 W/mK [94]
Thermal index
dependence dn/dT -4.0 -4.6 10−6/K [94]

Table 7.3: Room temperature physical properties of Cr:LiSAF, Cr:LiSGAF, and
Cr:LiGAF. The second order dispersion of LiSAF is indicated for two different Cr do-
ping concentrations. A, B, C and D are the parameters of the Sellmeir formula n2

i =

Ai + Bi/(λ2
` −Ci)−Diλ

2
` . with i = o (ordinary) or e (extraordinary), and λ` expressed in

µm.
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Figure 7.12: Compact ring cavity of a Cr:forsterite laser used in conjunction with HNLF
fibers to generate an octave spanning continuum in the near IR (from ref. [98]. The curved
mirrors of 5 cm radius of curvature as well as the first folding mirror (HR) have chirped
multilayer coatings. The second folding mirror is a Gires-Tournois Interferometer (GTI),
the third one a standard high reflector, and the output coupler has a transmission of 1.5%.

Property Cr:Mg2SiO4 Cr:Ca2GeO4 Units Ref.
Nonlinear index 2 10−16 1.5 10−16 cm2/W [72, 105]
Dispersion k” at (1280 nm) 185 fs2/cm [106]
Peak absorption at 670 nm
Peak gain (1240 nm) 14.4 80 10−20cm2 [72]
Fluorescence lifetime [101]
τF 2.7 15 µs [102, 107]
Tuning range from 1167 1350 nm [72]
to 1345 1500 nm
Thermal conductivity 0.03 W/cm/K

Table 7.4: Room temperature physical properties of Cr:Forsterite and Cr:Cunyite lasers.

The forsterite laser produces pulses short enough to create an octave spanning
spectral broadening in fibers as discussed in Section 14.4.14.. A prismless compact
ring cavity was designed with combination of chirped mirrors (GDD of -55 fs2

from 1200 to 1415 nm) and Gires-Tournois interferometer mirrors (GDD of - 280
fs2 from 1200 to 1325 nm) as sketched in Fig. 7.12. This laser, pumped by a 10 W
fiber laser, combined short pulse output (28 fs) with a high repetition rate of 420
MHz [98].

4Germanium-doped silica fiber with a small effective area of 14 µm2, nonlinear coefficient of 8.5
W−1km−1, zero dispersion near 1550 nm.
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7.7.5 YAG lasers

The crystal Y3Al5O12 or YAG is transparent from 300 nm to beyond 4 µm, opti-
cally isotropic, with a cubic lattice structure characteristic of garnets. It is one of
the preferred laser hosts because of its good optical quality and high thermal con-
ductivity. Some of the physical/optical properties are listed in Table 7.5. The two
most important lasers using YAG as a host are Nd:YAG and Yb:YAG.

Property YAG Units
Index of refraction 1.064 µm 1.8169
Index of refraction 1.030 µm 1.8173
Dispersion (k′′) at 1.064 µm 733 fs2/cm
Dispersion (k′′) at 1.030 µm 760 fs2/cm
Nonlinear index 12.4 10−16 cm2/W
Thermal expansion
[100] 8.2 10−6 K−1

[110] 7.7 10−6 K−1

[111] 7.8 10−6 K−1

Thermal Conductivity 0.129 W cm−1 K−1

dn/dT 8.9 10−6 K−1

Table 7.5: Room temperature physical properties of YAG. The second order dispersion
is calculated from the derivative of the Sellmeier equation:
n2 = 1 + 2.2779λ2

`/(λ
2
` −0.01142) with λ` in µm. The data are compiled from

[70, 72, 106, 108–110].

Nd:YAG

Typical doping concentrations of the Nd3+ ion (substitution of Y3+) range from
0.2 to 1.4% (atomic). Larger doping degrades the optical quality of the crystal.
Nd:YAG has been the workhorse industrial laser for several decades, because of its
relatively high gain and broad absorption bands that makes it suitable for flashlamp
pumping. It has a UV absorption band from 300 to 400 nm and absorption lines be-
tween 500 and 600 nm. It has also an absorption band at 808.6 nm which coincides
with the emission of GaAlAs diode lasers. Being a four level laser, Nd:YAG does
not require as high a pump power to create an inversion as, for instance, the 3 level
ruby laser or the Yb:YAG laser. The high gain is partly due to the narrow band-
width of the fluorescence spectrum, limiting pulse durations to > 10 ps. Despite
this limitation, Nd:YAG has still a place as a source of intense femtosecond pulses.
Intracavity pulse compression by passive negative feedback (Section 7.5) yields
mJ pulses as short as 8 ps directly from the oscillator [63,64]. Efficient conversion
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to the femtosecond range has been achieved either by harmonic generation [111]
or parametric oscillation [112, 113]. The fundamentals of pulse compression as-
sociated with harmonic and parametric processes can be found in Section 4.3.2
and 4.4.

Yb:YAG

Yb:YAG is a popular crystal for high average power, subpicosecond pulse genera-
tion. Up to ten atomic percent of doping of the YAG crystal by Yb have been used.
Table 7.6 compares some essential parameters of Nd:YAG and Yb:YAG. The main
difference between the two crystals is that Yb:YAG is a quasi three level system,
requiring large pump powers to reach an inversion. It does not have the broad
absorption bands of Nd:YAG that would make it suitable for flashlamp pumping.
The main advantage of Yb:YAG however is the very small quantum defect, when
pumped with InGaAs diode lasers at 942 nm. A small quantum defect implies that
a minimum amount of energy is dissipated in the crystal in the form of heat.

The combination of diode pumping (high wall-plug efficiency), broad band-
width and small quantum defect has spurred the development of short pulse, high
average power Yb:YAG sources. The main problem to be overcome in developing
high average output power sources is the removal of the heat produced by pump
intensities of the order of tens of kW/cm2. Two solutions have been implemented,
which led to pulse sources at 1.03 µm, subpicosecond pulse duration, and several
tens of watts of average power:

1. A thin disk Yb:YAG laser [114]

2. Laser rods with undoped endcaps

The undoped endcaps allow for symmetrical heat extraction on either side of the
beam waist. Typical average powers are between 20 and 30 W [71, 115]. Quan-
tum wells are generally used for mode-locking, with the exception of a 21 W, 124
MHz repetition laser using a variation of additive pulse mode-locking [71] (cf.
Section 7.3).

In a thin-disk laser, the laser material has a thickness much smaller than the
diameter of the pump and laser mode. One end face of the disk is coated for high
reflectivity, and put in direct contact with a heat sink. The resulting heat flow is
longitudinal and nearly one-dimensional. Typical disks are 100 µm thick, for 10%
doping with Yb. An average power of 60 W, for 810 fs pulses at a repetition rate
of 34 MHz has been obtained [116].
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Property Nd:YAG Yb:YAG Units

Lasing wavelength 1064.1 1030 nm
Doping density (1% at.) 1.38 1.38 1020 atoms/cm3

Diode pump band 808.6 942 nm
Absorption bandwidth 2.5 18 nm
Emission cross section 28 2.1 10−20cm2

Emission bandwidth 0.45 ≈ 8 nm
Fluoresc. lifetime τF 230 951 µs

Table 7.6: Comparison of Nd:YAG and Yb:YAG (data from [72, 117]).

7.7.6 Nd:YVO4 and Nd:YLF

Both neodymium doped lithium yttrium fluoride (YLF) and vanadate (YVO4) have
gained importance as diode pumped lasers. The emission bandwidth is only slig-
htly larger than that of Nd:YAG, hence the shortest pulse durations that are possible
with these lasers are in the range of a few picoseconds (3 ps [118] to 5 ps [119]
have been reported). The absorption bandwidth of Nd:vanadate is roughly 18 nm,
as opposed to 2.5 nm for Nd:YAG, making it a preferred crystal for diode pumping.

Nd:YLF, like Alexandrite, is a long lifetime medium (twice as long as Nd:YAG),
hence an ideal storage medium for regenerative amplifiers. Its natural birefringence
overwhelms the thermal induced birefringence, eliminating the depolarization pro-
blems of optically isotropic hosts like YAG. For example, a 15 W cw diode array
was used to pump a Nd:YLF regenerative amplifier, amplifying at 1 kHz 15 ps, 20
pJ pulses to 0.5 mJ [120].

The main parameters of Nd:YLF and Nd:YVO4 are summarized in Table 7.7.

7.8 Semiconductor and dye lasers

One of the main advantages of semiconductor and dye lasers, is that they can be en-
gineered to cover various regions of the spectrum. As opposed to the solid state la-
sers of the previous sections, the semiconductor and dye lasers are characterized by
a very high gain cross section, which implies also a short upper state lifetime, typi-
cally shorter than the cavity round-trip time. Consequently, mode-locking through
gain modulation can be effective.
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Property Nd:YVO4 Nd:YLF Units

Lasing wavelength 1064.3 1053 (σ) nm
1047 (π) nm

Index of refraction 1.4481 (no)
1.4704 (ne)

Absorption (1% doping)
σ 9 cm−1

at 809 806 nm
π 31 4.5 cm−1

at 809 797 nm
Absorption bandwidth 15.7 nm
Emission cross section 15
σ 21 12 10−20cm2

π 76 18 10−20cm2

Gain Bandwidth 0.96 1.3 nm
Fluorescence lifetime τF 90 480 µs
Thermal conductivity 0.05 0.06 W cm−1 K−1

thermal expansion in σ 8.5 -2 10−6 K−1

thermal expansion in π 3 -4.3 10−6 K−1

Table 7.7: Properties of Nd:YVO4 and Nd:YLF (data from [72, 117]). Parameters are
listed for the radiation polarized parallel (π) or orthogonal (σ) to the optical axis of the
crystal.

7.8.1 Dye lasers

Over the past fifteen years fs dye lasers have been replaced by solid-state and fiber
lasers. It was, however, the dye laser that started the revolution of sub 100 fs laser
science and technology. In 1981 Fork et al. [121] introduced the colliding pulse
modelocked (CPM) dye laser that produced sub 100-fs pulses.

In this dye laser, the ring configuration allows two counterpropagating trains
of pulses to evolve in the cavity [121] 5. The gain medium is an organic dye
in solution (for instance, Rh 6G in ethylene glycol), which, pumped through a
nozzle, forms a thin (≈100 µm) jet stream. Another flowing dye (for instance,
diethyloxadicarbocyanine iodide, or DODCI, in ethylene glycol) acts as saturable
absorber. The two counter-propagating pulses meet in the saturable absorber (this
is the configuration of minimum losses).

5The same ring configuration is sometimes used with a Ti:sapphire gain medium, when a bidi-
rectional mode of operation is sought.
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A prism sequence (one, two, or four prisms) allows for the tuning of the resona-
tor group velocity dispersion. The pulse wavelength is determined by the spectral
profiles of the gain and absorber dyes. Limited tuning is achieved by changing the
dye concentration. Pulses shorter than 25 fs have been observed at output powers
generally not exceeding 10 mW with continuous (cw) pumping [122], and up to
60 mW with a pulsed (mode-locked argon laser) pump [123].

The palette of available organic dyes made it possible to cover practically all
the visible to infrared with tunable and mode-locked sources. A table of gain-
absorber dye combinations used for passively mode-locked lasers can be found
in ref. [124]. Hybrid mode-locking of dye lasers has extended the palette of wa-
velength hitherto available through passive mode-locking, making it possible to
cover a broad spectral range spanning from covering the visible from the UV to
the near infrared. A list of dye combinations for hybrid-mode-locking is given in
Table 7.8. Except when noted, the laser cavity is linear, with the absorber and the
gain media at opposite ends. Another frequently used configuration is noted “anti-
resonant ring”. The saturable absorber jet is located near the pulse crossing point
of a small auxiliary cavity, in which the main pulse is split into two halves, which
are recombined in a standing wave configuration in the absorber [16,125]. The ring
laser appears only once in Table 7.8 [126], because of the difficulty of adjusting the
cavity length independently of all other parameters.

Dye lasers have been particularly successful in the visible part of the spectrum,
where virtually all wavelengths have been covered. The advantage of using an
organic dye in a viscous solvent is that the flowing dye jet allows for extremely
high pump power densities — in excess of 10 MW/cm2 — to be concentrated on
the gain spot. The disadvantage of the dye laser lies also in the inconvenience
associated with a circulating liquid system. One alternative for the liquid dye laser
that conserves most of its characteristics is the dye-doped, polymer-nanoparticle
gain medium. Significant progress has been made in developing a material with
excellent optical quality [127, 128]. These laser media have yet to be applied as a
femtosecond source.

Miniature dye lasers

The long (compared to the geometrical length of a fs pulse) cavity of most mo-
delocked lasers serves an essential purpose when a sequence of pulses — rather
than a single pulse — is needed. Emission of a short pulse by the long resonator
laser requires — as we have seen at the beginning of the previous chapter — a
coherent superposition of the oscillating cavity modes with fixed phase relation. If,
however, only a single pulse is needed, there is no need for more than one longitu-
dinal mode within the gain profile. Ultrashort pulses are generated in small cavity



394 CHAPTER 7. ULTRASHORT SOURCES II - EXAMPLES

Gain dye Absorbera λ` range τpmin at λ` Remarks
nm fs nm

Disodium
fluorescein RhB 535 575 450 545
Rh 110 RhB 545 585 250 560
Rh6G DODCI 574 611 300 603
Rh6G DODCI 110 620 Ring laser
Rh6G DODCI 60 620 ANR ring
Kiton red S DQOCI 29 615
Rh B Oxazine 720 616 658 190 650
SRh101 DQTCI 652 682 55 675 Doubled

DCCI 652 694 240 650 Nd:YAG p
Pyridine 1 b DDI 103 695
Rhodamine 700 DOTCI 710 718 470 713
Pyridine 2 DDI,DOTCI 263 733
Rhodamine 700 HITCI 770 781 550 776
LDS-751 HITCI 790 810 100
Styryl 8 HITCI 70 800
Styryl 9 b IR 140 c 840 880 65 865 Ring laser
Styryl 14 DaQTeC 228 974

Table 7.8: Femtosecond pulse generation by hybrid mode-locking of dye lasers pumped
by an argon ion laser, except as indicated (from [124]). (ANR - antiresonant, p - pump
laser)
a See Appendix D for abbreviations.
b Solvent: propylene carbonate and ethylene glycol.
c in benzylalcohol.

lasers through resonator Q-switching and/or gain switching. Aside from gain band-
width limitations, the pulse duration is set by the spectral width of the longitudinal
mode, and hence the resonator lifetime. The latter in turn is limited by the resona-
tor round trip time 2L/c. Ideally, the laser cavity should have a free spectral range
c/2L exceeding the gain bandwidth.

Two methods of short pulse generation that use either ultrashort cavities (Fabry–
Perot dye cells of thickness in the micron range) or no traditional cavity at all (dis-
tributed feedback lasers) have successfully been developed for (but are not limited
to) dye lasers.

In distributed feedback lasers two pump beams create a spatially modulated ex-
citation that acts as a Bragg grating. This grating serves as the feedback (resonator)
of the laser and is destroyed during the pulse evolution. This short cavity lifetime
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together with the small spatial extend of the gain volume can produce subps pulses
whose frequency can be tuned by varying the grating period [129, 130]. The latter
is determined by the overlap angle of the two pump beams.

In a typical “short cavity” laser [131], the wavelength is tuned by adjusting the
thickness of the dye cell in a 3 to 5 µm range with a transducer bending slightly
the back mirror of the cavity. With a round-trip time of the order of only 10 fs,
it is obvious that the pulse duration will not be longer than that of a ps pump
pulse. As with the distributed feedback laser, the dynamics of pump depletion can
result in pulses considerably shorter than the pump pulses. The basic operational
principles of this laser can be found in [132]. Technical details are given in [131].
For example, using an excimer laser, Szatmari and Schäfer [130] produced 500 fs
pulses, tunable from 400 to 760 nm, in a cascade of distributed feedback and short
cavity dye lasers. After self-phase modulation and recompression, pulses as short
as 30 fs in a spectral range from 425 to 650 nm were obtained [133].

Another type of miniature laser is the integrated circuit semiconductor laser,
which will be described in the next section.

7.8.2 Semiconductor lasers

Generalities

Semiconductor lasers are obvious candidates for fs pulse generation, because of
their large bandwidth. A lower limit estimate for the bandwidth of a diode laser is
kBT (where kB is the Boltzmann constant and T the temperature), which at room
temperature is (1/40) eV, corresponding to a 15 nm bandwidth at 850 nm, or a
minimum pulse duration of 50 fs. The main advantage of semiconductor lasers
is that they can be directly electrically pumped. In the conventional diode laser,
the gain medium is a narrow inverted region of a p–n junction. We refer to a
publication of Vasil’ev [134] for a detailed tutorial review on short pulse generation
with diode lasers. We will mainly concentrate here on problems associated with fs
pulse generation in external and internal cavity (integrated) semiconductor lasers.
The main technical challenges associated with laser diodes result from the small
cross-section of the active region (typically 1 µm by tens of µm), the large index of
refraction of the material (2.5 < n < 3.5, typically) and the large nonlinearities of
semiconductors.

The cleaved facets of a laser diode form a Fabry–Perot resonator with a mode
spacing of the order of 1.5 THz. Two options are thus conceivable for the deve-
lopment of fs lasers: integrate the diode with a waveguide in the semiconductor,
to construct fs lasers of THz repetition rates, or attempt to “neutralize” the Fabry–
Perot effect of the chip, and couple the gain medium to an external cavity. We will
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consider first the latter approach.

External cavity

Because of the high refractive index of the semiconductor, it is difficult to eliminate
the Fabry–Perot resonances of the short resonator made by the cleaved facets of
the crystal. Antireflection coatings have to be of exceptionally high quality. Even
though reflectivities as low as 10−4 can be achieved, a good quality antireflection
coating with a high optical damage threshold remains a technical challenge. A
solution to this problem is the angled-stripe semiconductor laser [135], which has
the gain channel making an angle of typically 5o with the normal to the facets
(Fig. 7.13). Because of that angle, the Fabry–Perot resonance of the crystal can ea-
sily be decoupled from that of the external cavity. A standard antireflection coating
applied to the semiconductor chip is sufficient to operate the laser with an external
cavity.

Figure 7.13: Structure of an angled stripe semiconductor laser (from [135]).

Femtosecond pulse operation in a semiconductor laser with an external cavity
is similar to that of a dye laser. The laser can be cw pumped, as in ref. [136]. Best
results so far were obtained in hybrid operation, using radio-frequency current mo-
dulation for gain modulation (synchronous pumping), and a saturable absorber.
The low intracavity power of the external cavity semiconductor laser — as com-
pared to the dye laser — makes the use of conventional saturable absorbers (i.e.,



7.8. SEMICONDUCTOR AND DYE LASERS 397

dyes, bulk semiconductors) impractical. It has been necessary to develop absor-
bing structures with a very low saturation energy density. These are the multiple
quantum well (MQW) absorbers, which were analyzed in Section 7.6. The laser
diode is modulated at the cavity round-trip frequency (0.5 W RF power applied via
a bias tee [68]). Modulation of the index of refraction is associated with the gain
depletion and the saturation of the MQW. Since the gain depletion results in an
increase of the index, a negative dispersion line appears appropriate. Bandwidth
limited operation is difficult to achieve directly from a mode-locked semiconductor
laser. An external dispersion line with gratings resulted in pulse durations of 200
fs [137].

The exact phase modulation mechanism of this laser is complex. The index of
refraction of the diode is a function of temperature and free carrier density, which
itself is a function of current, bias, light intensity, etc.. As with other high-gain
solid state lasers, changes in the pulse parameters can be as large as 50% from one
element to the next [68].

Current modulation To take full advantage of the fast lifetime of the gain in a
semiconductor laser, one should have a circuit that drives ultrashort current pulses
into the diode. As mentioned above, a feedback technique — generally referred
to as “regenerative feedback” — can be used to produce a sine wave driving cur-
rent exactly at the cavity repetition rate. The circuit consists essentially in a phase
locked loop, synchronized by the signal of a photodiode monitoring the mode beat
note of the laser, and a passive filter at the cavity round-trip frequency. A comb ge-
nerator can be used to transform the sine wave in a train of short electrical pulses.
A comb generator is a passive device which produces, in the frequency domain, a
“comb” of higher harmonics which are integral multiples of the input frequency.
As we had seen in the introduction of Chapter 6, to a regular frequency comb corre-
sponds a periodic signal in the time domain. This periodic signal can correspond to
ultrashort pulses, if — and only if — the teeth of the comb are in phase. Commer-
cial comb generators are generally constructed to create higher harmonics, without
being optimized for creating a phased comb. Therefore a selection should be made
among these devices to find a generator with good temporal properties (shortest
pulse generation).

To allow for the injection of a short current pulse into the laser diode, the latter
should be designed with minimal capacitance. To this effect, the p and n contacts
of the angle striped diode of Fig. 7.13 should not cover the whole area of the strip,
but be limited to a narrow stripe which follows the gain line.
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Integrated devices

Instead of trying to couple the semiconductor chip to a standard laser cavity, one
can integrate the semiconductor into a waveguide cavity. Such devices ranging in
length from 0.25 mm to 2 mm have been constructed and demonstrated for example
by Chen et al. [138]. The end mirrors of the cavity are — as in a conventional diode
laser — the cleaved faces of the crystal (InP) used as substrate. Waveguiding is
provided by graded index confining InGaAsP layers. Gain and saturable absorber
media consist of multiple quantum wells of InGaAs. The amount of gain and
saturable absorption is controlled by the current flowing through these parts of the
device (reverse bias for the absorber). As shown in the sketch of Fig. 7.14, the
saturable absorber is located at the center of symmetry of the device, sandwiched
between two gain regions. This configuration is analogous to that of the ring dye
laser, in which the two counterpropagating pulses meet coherently in the absorber
jet. In the case of this symmetric linear cavity, the laser operation of minimum
losses will correspond to two circulating pulses overlapping as standing waves in
the saturable absorber.

Figure 7.14: Layout of an integrated semiconductor fs laser (from [138]).

These devices are pumped continuously and are thus the solid-state equivalent
of the passively mode-locked dye lasers. The laser parameters can, however, be
significantly different. While the average output power is only slightly inferior to
that of a dye laser (1 mW), at the much higher repetition rate (up to 350 GHz), the
pulse energy is only in the fW range! For these ultrashort cavity lengths, there are
only a handful of modes sustained by the gain bandwidth.
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Semi-integrated circuit fs lasers

Total integration as shown above results in a very high duty cycle, at the expense of
a lower energy per pulse. On can seek a compromise between the discrete elements
semiconductor laser and the total integrated laser. For instance, the integration of
the gain and saturable absorber of the integrated laser of Chen et al. [138] can be
maintained in a single element coupled to an external cavity. Such a design has
been successfully tested by Lin and Tang [139]. The absorber consists of a 10 µm
island in middle of the gain region, with an electrical contact, isolated from the gain
structure by two 10 µm shallow etched regions (without any electrical contact).
The absorption — as in the case of the totally integrated laser — can be controlled
through the bias potential of the central contact. To prevent lasing action of the 330
µm long gain module, the end facets — after cleavage — are etched (chemically
assisted ion beam etching) at 10o from the cleaved plane. The autocorrelation of
the laser pulses from such a structure had a width of approximately 700 fs [139].

7.9 Fiber lasers

7.9.1 Introduction

In most lasers discussed so far, the radiation is a free propagating wave in the gain
or other elements of the cavity. The gain length is limited by the volume that can
be pumped. The length of a nonlinear interaction is also limited by the Rayleigh
range (ρ0). By confining the wave in a waveguide, it is possible to have arbitrarily
long gain media, and nonlinear effects over arbitrarily long distances. A fiber is an
ideal waveguide for this purpose. Its losses can be as small as a few dB/km. Yet
the pulse confinement is such that substantial phase modulation can be achieved
over distances ranging from cm to m. The fiber is particularly attractive in the
wavelength range of negative dispersion (beyond 1.3 µm), since the combination
of phase modulation and dispersion can lead to pulse (soliton) compression (see
Chapter 9). The gain can be provided by Stimulated Raman Scattering (SRS) in
the fiber material, Such “Raman soliton lasers” are reviewed in the next subsection.
In the following subsection, we will consider the case of doped fibers, where the
gain medium is of the same type as in conventional glass lasers.

Over the past twenty years ultrafast fiber lasers have matured dramatically.
Compact, turn key systems are available commercially today and can deliver tens of
mW of average power at pulse durations of the order of 100 fs. With amplification
the micro Joule level is accessible. These lasers have applications as self-standing
units or as compact seed sources for high-power fs amplifier systems.
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7.9.2 Raman soliton fiber lasers

Stimulated Raman scattering (SRS) is associated with intense pulse propagation in
optical fibers. A review of this topic can be found in [140] for example. The broad
Raman gain profile for the Stokes pulse extends up to the frequency of the pump
pulse. An overlap region exists because of the broad pump pulse spectrum. The
lower frequency components of the pulse can experience gain at the expense of
attenuation of the higher frequency components. In addition, the amplification of
spontaneously scattered light is possible. Either process leads to the formation of a
Stokes pulse which separates from the pump pulse after the walk-off distance due
to GVD. These processes can be utilized for femtosecond Raman soliton genera-
tion in fibers, and fiber lasers [141–143]. An implementation of this idea is shown
in Fig. 7.15. The pulses from a cw modelocked Nd:YAG laser (100 MHz, 100 ps,
1.32 µm) are coupled through a beam splitter BS into a ring laser containing an
optical fiber. The fiber was tailored to have a negative dispersion for λ` > 1.46 µm.
While travelling through the fiber the pump pulses at 1.319 µm produce Stokes
pulses at λ1 = 1.41 µm. This first Stokes pulse in turn can act as pump source for
the generation of a second Stokes pulse (λ2 = 1.495 µm), which is in the dispersion
region that enables soliton formation. Of course, for efficient synchronous pum-
ping, the length of the ring laser had to be matched to the repetition rate of the
pump. Second Stokes pulses as short as 200 fs were obtained.

7.9.3 Doped fiber lasers

Fibers can be doped with any of the rare earth ions used for glass lasers. Whether
pumped through the fiber end, or transversely, these amplifying media can have an
exceptionally large optical thickness (ag = αgdg � 1). An initial demonstration of
this device was made by Duling [144,145]. Passively mode locked rare earth doped
fiber lasers have since evolved into compact, convenient, and reliable sources of
pulses shorter than 100 fs. The gain media generally used are Nd3+ operating at
1050 nm and Er3+ at 1550 nm. The erbium doped fiber is sometimes co-doped with
ytterbium, because of the broad absorption band of the latter centered at ≈ 980 nm
and extending well beyond 1000 nm. Pump light at 1.06 µm can be absorbed by
ytterbium, which then transfers the absorbed energy to the Er ions. Very high gain
and signal powers can thus be obtained by using, for example, diode laser pumped
miniature Nd:YAG lasers.

Because of the high gain in a typical fiber laser, it may include bulk optic
components, e.g., mirror cavities, dispersion compensating prisms, or saturable
absorbers. Obviously, the preferred configuration is that of an all-fiber laser, using
a variety of pigtailed optical components and fused tapered couplers for output and
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Figure 7.15: Experimental configuration of a synchronously pumped fiber ring Raman
laser (from [143]).

pumping.
As compared to conventional solid state lasers, fibers have the advantage of a

very large surface to volume ratio (hence efficient cooling is possible). The specific
advantages of the single mode fiber geometry over bulk solid state (rare earth)
media for mode locking are:

• Efficient conversion of the pump to the signal wavelength. Erbium, for ex-
ample, is a three-level system and the tight mode confinement of the pump
in a fiber allows for efficient depopulation of the ground state and thus high
efficiency.

• Nonradiative ion–ion transitions which deplete the upper laser level are mi-
nimized. Such interactions are especially egregious in silica because of its
high phonon energy and because the trivalent dopants do not mix well into
the tetravalent silica matrix, tending instead to form strongly interacting clus-
ters at the high concentrations necessary for practical bulk glass lasers [146].
The confinement of both the laser and pump modes allows the gain dopant
to be distributed along greater lengths of fiber at lower concentration, ob-
viating the need for high concentrations and so eliminating the interactions
cited above.
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• Diode laser pumping is practicable (due in large part to the previous two
points). Single-mode laser diodes have been developed at 980 nm and 1480
nm for erbium fiber amplifiers in telecommunications applications. The four-
level structure of neodymium allows for pumping even by multimode lasers,
such as high-power laser diode arrays, by using fibers designed to guide the
pump light in the cladding [147].

• Tight mode confinement and long propagation lengths maximize the self-
phase modulation by the weak nonlinear index of silica (n̄2 = 3 10−16 cm2/W).

• The dispersion k” of fibers (including the sign) can be tailored to the appli-
cation.

One drawback of the fiber laser is that the confinement limits the pulse energies
that can be produced. In bulk solid state lasers, the problem of material damage
can be overcome by beam expansion.

A number of techniques have been developed to mode-lock fiber lasers. The
most successful methods are:

1. nonlinear polarization rotation [148].

2. nonlinear loop mirrors [149];

3. mode-locking with semiconductor saturable absorbers [150].

Femtosecond pulse output with durations of 100 fs and below has been observed
with a variety of gain media – Nd, Yb, Er, Er/Yb, Pr, and Tm. For a detailed over-
view on such lasers we refer the reader to a review paper by Fermann et al. [151].

7.9.4 Mode-locking through polarization rotation

Because of its central importance in today’s fs fiber lasers we will describe one
of the mode-locking techniques - nonlinear polarization rotation - in more detail.
As explained in Section 6.4.2 nonlinear polarization rotation in combination with
polarizers can act as a fast saturable absorber, cf. Eq. (6.81). In a fiber laser using
nonlinear polarization rotation, the differential accumulated phase yields an inten-
sity dependent state of polarization across the pulse. This polarization state is then
converted into an intensity dependent transmission by inserting a polarizer at the
output of the birefringent element, oriented, for example, to transmit the high in-
tensity central portion of the pulse and reject the wings. This approach is the fiber
equivalent of the Kerr-lens mode-locked Ti:sapphire laser. Pulses as short as 36
fs have been obtained from an Yb fiber laser that used nonlinear polarization rota-
tion [152], to name just one example.
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A standard single mode fiber serves as nonlinear element. Such a fiber has
generally a weak birefringence. The degree of birefringence is defined by the pa-
rameter:

B =
|kx− ky|

2π/λ`
= |nx−ny|, (7.9)

where nx and ny are the effective refractive indices in the two orthogonal pola-
rization states. For a given value of B, the power between the two modes (field
components along x̂ and ŷ) is exchanged periodically, with a period LB called the
“beat length” given by [153]:

LB =
λ`
B
. (7.10)

The axis with the larger mode index is called the slow axis. In a typical single
mode fiber, the beat length is around 2 to 10 m at 1.55 µm [154]. As shown by
Winful [155], nonlinear polarization effects can be observed at reasonably low po-
wer in weakly birefringent fibers (as opposed to polarization preserving fibers).

In a typical fiber ring cavity a first polarization controller produces an elliptical
polarization whose major axis makes a small angle θ with the slow axis of the por-
tion of fiber that follows. As shown in Section 6.4.2 the induced phase difference
between two orthogonal polarization components depends on the propagation dis-
tance d and the pulse intensity. It can be adjusted such that after a distance dm the
polarization becomes linear. A polarizer can be used to maximize the loss for the
lower intensities as compared to the higher intensities, as sketched in Fig. 7.16.

Figure 7.16: Sketch of the nonlinear polarization rotation in a fiber. The elliptically
polarized input can be converted into linearly polarized light at the peak of the pulse for
example.

We have derived in Section 6.4.2 the essential equations relating to nonlinear
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polarization rotation. To describe a fiber laser we need to track the evolution of two
polarization components. This can conveniently be done using a column vector for
the electric field at a certain point in the cavity(

Ẽx

Ẽy

)
, (7.11)

and 2× 2 matrices (M) for the resonator elements [156, 157]. The effect of the
nonlinear birefringent fiber of length L is the combination of a linear propagation
problem and nonlinear phase modulation. The resulting matrix is thus a product of
two matrices, and the field vector is given by:(

Ẽx(L)
Ẽy(L)

)
=

(
e−iΦNL,x 0

0 e−iΦNL,y

)
·

(
e−ikxL 0

0 e−ikyL

)
·

(
Ẽx(0)
Ẽy(0)

)
=

(
e−iΦx 0

0 e−iΦy

)
·

(
Ẽx(0)
Ẽy(0)

)
, (7.12)

where

Φx,y =
2πn2L
λ`

[
|Ẽx,y|

2 +
2
3
|Ẽy,x|

2
]
−

2πnx,yL
λ`

.

We have used here the same approximations for the nonlinear phase as in Section 6.4.2.
The linear propagation constants kx,y = ω`nx,y/c. Matrices of common polarizing
elements like wave-plates and polarizers known from Jones calculus can easily be
incorporated into this analysis.

Other components of the round-trip model like gain, saturable absorption, mir-
rors etc, usually do not distinguish between the two polarization components. The
transfer functions T are those introduced in Chapter 6. For implementing these
elements in a way consistent with the matrix approach we define a transfer matrix

(M) = T

(
1 0
0 1

)
. (7.13)

Fiber lasers have typically high gain and losses. The laser operates in a regime
of strong saturation, with pulses much shorter than the energy relaxation time of
the lasing transition. The gain transition is generally sufficiently broad for phase
modulation due to saturation to be negligible. Therefore the T factor in the transfer
matrix describing gain is real and can be obtained from Eq. (3.82):

Tg =

[
eW0(t)/Ws

e−a−1 + eW0(t)/Ws

]1/2

. (7.14)

An alternative approach is to consider the fiber laser as a continuous medium,
which leads to a coupled system of differential equations for the components Ẽx
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and Ẽy. This is essentially a two-field component extension of Eq. (4.111) without
the transverse differential operators. We refer to the literature [158, 159] for a
derivation of this system of equations, and refs. [157, 160] for their application
to the modelling of a mode-locked fiber ring laser using nonlinear polarization
rotation.

7.9.5 Figure-eight laser

A widely studied fiber laser implementation of the nonlinear mirror is the figure-
eight laser [144], so named for the schematic layout of its component fibers (see
Fig. 7.17), with a nonlinear amplifying loop mirror [161]. In the example shown
in Fig. 7.17, the laser consists of a nonlinear amplifying mirror (left lop) and an
optical isolator with outcoupler (right loop). The two loops of the “figure eight”
are connected by a 50% beam splitter.

Let us follow a pulse that propagates counter-clockwise in the right loop through
the isolator (optical diode), through a polarization controller (to compensate for the
natural birefringence of the fiber) and a 20% output-coupler. The remaining part
of the circulating pulse is equally split into the two directions of the left loop (non-
linear mirror). The counter-propagating pulses experience the same gain in the Er-
doped fiber section of about 2 to 3 dB. The switching fiber introduces a phase shift
through self-phase modulation. Being amplified before entering this fiber section,
the counter-clockwise circulating pulse experiences a larger phase shift than its re-
plica propagating in the opposite direction. The two pulses arrive simultaneously
at the beam splitter and recombine. The variation of the accumulated differential
phase across the combined pulse will cause different parts of the pulse injected
clockwise and counter-clockwise into the left loop. From the point of view of the
counter-clockwise circulating pulse in the right loop, the left loop acts as a nonli-
near mirror whose reflection varies sinusoidally as a function of intensity. Thus,
the loop mirror behaves as a fast saturable absorber from low intensity to intensities
corresponding to the first transmission maximum.

Fiber lasers operating on the 1050 nm transition of Nd3+ in silica require bulk
optic elements (prism sequences) for compensating the substantial normal disper-
sion (30 ps/nm· km) of the gain fiber at the operating wavelength, and so are ge-
nerally constructed as a bulk optic external cavity around the gain fiber. Passive
mode locking is obtained via nonlinear polarization rotation in the gain fiber, and
the Brewster angled prisms serve as the polarizer. Pulses as short as 100 fs have
been demonstrated [162].

Femtosecond fiber lasers operating in the 1530–1570 nm gain band of erbium
are of obvious interest for their potential application in telecommunications. This
wavelength range is in the low loss window of silica fibers, and such a source is
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Figure 7.17: Schematic representation of the figure eight laser. The pump radiation at
980 nm is injected via the directional coupler WDM in the gain fiber (erbium doped).
(Adapted from [144]).

obviously compatible with erbium fiber amplifiers. Of particular interest also is the
anomalous dispersion exhibited by silica at this wavelength. The precise value of
the dispersion may be tailored through the exact fiber design. This implies that a
mode-locked laser with Er gain may be constructed entirely from fibers, with no
need for dispersion compensating prisms as in the Nd fiber lasers or most other
ultrafast sources. Indeed, subpicosecond erbium lasers have been demonstrated
with all-fiber figure-eight, linear, and ring cavities, using both nonlinear mirrors
and nonlinear polarization rotation. In addition, systems using semiconductor sa-
turable absorbers have been demonstrated.

While soliton-like models have been used to describe a number of ultrafast
laser systems as discussed in Chapter 6, the nonlinear dynamics of soliton propa-
gation plays a more direct role in the erbium fiber laser than is seen in any other.
The generated pulses are typically transform limited with a sech2 intensity profile
– the shape expected from the soliton solution of the nonlinear Schrödinger equa-
tion. The average intracavity energy per pulse corresponds reasonably well to the
energy of a soliton of the same length propagating in fiber with dispersion equal to
the average cavity dispersion.

It has been demonstrated that the minimum pulse length obtainable in erbium
fiber lasers is approximately proportional to the total dispersion inside the ca-
vity [163]. This is to some degree surprising: As the pulse propagation is soliton-
like, the fiber dispersion is continuously balanced by the self-phase modulation of
the fiber. In principle, solitons of any length will form as long as the amplitude of
the input pulse exceeds the threshold value of Eq. (9.35) (cf. soliton description
in Chapter 9). However, the coupling of energy into the dispersive wave increases
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exponentially as the pulse shortens, thus limiting the minimum obtainable pulse
width [164]. This loss becomes important only when the cavity length is of the
order of the characteristic soliton length defined in Eq. (9.37). This is also why
dispersive wave dynamics do not play an important role in other mode-locked la-
sers, which can be described by a soliton model: In such systems the soliton length
corresponds to many cavity round trips, much longer than the cavity lifetime of
the dispersive wave. To obtain very short pulses, then, it is necessary to minimize
the total cavity dispersion, either by using dispersion shifted fiber components, or
very short cavities, or by including lengths of dispersion compensating fiber speci-
ally designed to have normal dispersion at 1550 nm. Pulse widths of less than 100
fs [165] have been achieved. With such short pulses, third order dispersion plays
an important role in limiting the pulse width and may impose a nonlinear chirp on
the pulse [166].
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[115] G. J. Spühler, T. Südmeyer, R. Paschotta, M. Moser, K. J. Weingarten, and U. Keller.
Passively modelocked high-power Nd:YAG lasers with multiple laser heads. Appl.
Phys. B, 71:19–25, 2000.
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Chapter 8

Femtosecond Pulse Amplification

8.1 Introduction

As discussed in Chapters 6 and 7, femtosecond pulse oscillators typically generate
pulse trains with repetition rates of about 100 MHz at mean output powers which
range from several mW (passively mode-locked dye laser) to several hundred mW
(Ti:sapphire laser). Corresponding pulse energies are between several tens of pJ
and several nJ. Femtosecond pulses with larger energies are needed for a variety
of practical applications. Therefore a number of different amplifier configurations
have been developed (for a review see also [1–3]). These amplifiers differ in the
repetition rate and energy gain factor that can be achieved, ranging from 0.1 Hz
to several MHz, and from 10 to 1010, respectively. Both parameters cannot be
chosen independently of each other. Instead, in present amplifiers the product of
repetition rate and pulse energy usually does not exceed several hundred mW, i.e.,
it remains in the order of magnitude of the mean output power of the oscillator.
The power of a single amplified pulse, however, can be in the terawatt range [4,5].
It is not necessary for many applications to reach this power level. The specific
function of the fs pulse will dictate a compromise between single pulse energy and
repetition rate. It should also be noted that it is mostly the intensity of the focused
pulse that matters, rather than the pulse power. Therefore, a clean beam profile
providing the possibility of diffraction limited focusing is desired, eventually at
the expense of a reduction in pulse energy. For some applications in spectroscopy,
it is desirable to generate a white light continuum in short bulk materials. Typical
threshold intensities that have to be reached for this purpose are on the order of 1012

W/cm2.
The basic design principles of amplifiers have already been established for ps

and ns pulse amplification. The pulses to be increased in energy are sent through a
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medium which provides the required gain factor (Fig. 8.1). However, on a femto-
second time scale, new design methods are required to (i) keep the pulse duration
short and (ii) prevent undesired nonlinear effects caused by the extremely high in-
tensities of amplified fs pulses. A popular technique to circumvent the problems
associated with high peak powers is to use dispersive elements to stretch the pulse
duration to the ps scale, prior to amplification.

Figure 8.1: Light pulse amplification.

Femtosecond pulse amplification is a complex issue because of the interplay of
linear and nonlinear optical processes. The basic physical phenomena relevant to
fs amplification are discussed individually in the next sections.

8.2 Fundamentals

8.2.1 Gain factor and saturation

It is usually desired to optimize the amplifier to achieve the highest possible gain
coefficient for a given pump energy. To simplify our discussion let us assume that
the pump inverts uniformly the part of the gain medium (Fig. 8.1) that is traversed
by the pulse to be amplified (single pulse). A longitudinal geometry is often used
when pumping the gain medium with a laser of good beam quality. Transverse
pumping is used for high gain amplifiers such as dyes, or when pumping with low
coherence sources such as semiconductor laser bars. We discuss next the case of
transverse pumping. To achieve uniform inversion with transverse optical pum-
ping, we have to choose a certain concentration N̄ of the (amplifying) particles
which absorb the pump light and a certain focusing of the pump. The focusing not
only determines the transverse dimensions of the pumped volume, ∆x = a, but also
controls the saturation coefficient sp and the depth ∆y = b of the inverted region.
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The saturation parameter sp = Wp0/Ws was defined as the ratio of incident pump
pulse density and saturation energy density [see Eq. (??)].

In practice, the pump energy is set by equipment availability and other experi-
mental considerations. Therefore, to change sp, we have to change the focusing.
Note that here the total number of excited particles corresponding to the number
of absorbed pump photons remains constant. To illustrate the effect of the pump
focusing for transverse pumping let us determine the depth distribution of the gain
coefficient for various pump conditions. For simplicity, we assume a three-level
system for the amplifier where |0〉 → |2〉 is the pump transition and |1〉 → |0〉 is the
amplifying transition. The relaxation between |2〉 and |1〉 is to be much shorter than
the pumping rate. Starting from the rate equations for a two-level system Eqs. (??)
and (??), it can easily be shown that the system of rate equations for the photon
flux density of the pump pulse Fp and the occupation number densities Ni = N̄ρii

(i = 0,1,2) reads now:

∂

∂t
N0(y, t) = −σ02N0(y, t)Fp(y, t) (8.1)

∂

∂y
Fp(y, t) = −σ02N0(y, t)Fp(y, t) (8.2)

and
N1(y, t) = N̄ −N0(y, t) (8.3)

where σ02 is the interaction (absorption) cross-section of the transition |0〉 → |2〉.
The coefficient of the small signal gain, ag, is proportional to the occupation num-
ber difference of levels |1〉 and |0〉:

ag = σ10(N1−N0)L = σ10∆N10L (8.4)

where L is the amplifier length. With the initial conditions N0(y,0) = N(e)
0 (y) = N̄

(all particles are in the ground state) we find from Eqs. (8.1), (8.2), and (8.3) for
the inversion density ∆N10 after interaction with the pump:

∆N10(y) = N̄
{

1−
2

1− ea (1− esp)

}
(8.5)

where a =−σ02N̄y is the coefficient of the small signal absorption for the pump. Fi-
gure 8.2 shows some examples of the population inversion distribution for different
intensities of the pump pulse.

In the limit of zero saturation the penetration depth is roughly given by the
absorption length `a = |σ02N̄ |−1 defined as the propagation length at which the pulse
intensity drops to 1/e of its original value. If the pump density is large enough to
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Figure 8.2: Inversion density ∆N10 as a function of normalized depth y/`a, where `a =

|σ02N̄ |−1, for different saturation parameters sp = Wp0/Ws.

saturate the transition 0→ 2 the penetration depth becomes larger and, moreover,
a region of almost constant inversion (gain) is built.

Given a uniformly pumped volume, the system needs to be optimized for max-
imum energy amplification of the signal pulse. Using Eq. (3.84) the energy gain
factor achieved at the end of the amplifier can be written as: 1

Ge =
W(L)
W0

=
~ω`

2σ10W0
ln

[
1− eag

(
1− e2σ10W0

)]
=

1
s

ln
[
1− eag

(
1− es)] . (8.6)

Figure 8.3(a) shows this gain factor (on a logarithmic scale) as a function of the
small signal gain ag, for different values of s. The saturation parameter s can be
controlled by adjusting the cross-section of the pulse to be amplified. As expected
from Eq. (8.6), as long as saturation is negligible, the energy gain varies exponen-
tially with ag (linear slope for the logarithm of the gain Ge versus gain coefficient).

1Note that for the amplification, the relations found for the two-level system hold if we assume
that during the amplification process no other transitions occur. This is justified in most practical
situations.
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Medium λ` [µm] ∆λ [nm] σ10
[cm2]

Life time [s] Typical
pump

organic dyes 0.3...1 ≥ 50 ≥ 10−16 10−8...10−12 laser
color centers 1...4 ≈ 200 ≥ 10−16 ≤ 10−6 laser
XeCl 0.308 1.5 7×10−16 ≈ 10−8 discharge
XeF 0.351 ≤ 2 3×10−16 ≈ 10−8 discharge
KrF 0.249 ≈ 2 3×10−16 ≤ 10−8 discharge
ArF 0.193 ≈ 2 3×10−16 ≤ 10−8 discharge
alexandrite ≈ 0.75 ≈ 100 7×10−21 2.6×10−4 flashlamp
Cr:LiSAF ≈ 0.83 ≈ 250 5×10−20 6×10−5 diode laser
Ti:sapphire ≈ 0.78 ≈ 400 3×10−19 3×10−6 laser
Nd:glass 1.05 ≈ 21 3×10−20 3×10−4 flashlamp

Table 8.1: Optical parameters of gain media

The total gain is drastically reduced by saturation. It should be noted, however,
that for the sake of high energy extraction from the system, the amplifier has to
be operated near saturation. Active media with larger saturation energy densities
(smaller gain cross-sections) are therefore clearly favored if very high pulse ener-
gies are to be reached. Table 8.1 shows some important parameters of gain media
used in fs pulse amplification. The small σ10 (large saturation energy density Ws)
in connection with the long energy storage time (∼ fluorescence life time) make
solid state materials mostly attractive for high-energy amplification.

Figure 8.3: (a) Energy gain factor Ge and (b) damping of input fluctuations DF as
function of the coefficient of the small signal gain, ag, for different saturation parameters
s′ = 2s.
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How close to saturation should an amplifier operate? If “chirped pulse am-
plification” is used (as discussed in Section 8.4), it is essential that the amplifier
operates in the linear regime. In other cases, it is advantageous to have at least
one stage of amplification totally saturated. The reason is that the saturated output
of an amplifier is relatively insensitive to fluctuations of pulse energy. A quantita-
tive assessment of the relative fluctuations of the amplified pulses ∆W(L)/W(L) in
terms of the input fluctuations ∆W0/W0 can be found by differentiating Eq. (8.6)
and defining a damping factor:

DF =
∆W(L)/W(L)

∆W0/W0
=

eages

[1− eag (1− es)]
1

Ge
. (8.7)

For large saturation the output can be expected to be smoothed by a factor of Ge
−1

(Fig. 8.3b). This reduction in energy fluctuations is at the expense of a reduction
of the amplification factor.

From the preceding discussion we may want to optimize the amplifier geometry
as follows. From the given pump energy and the known absorption cross-section
we can estimate the focusing conditions for the pump pulse to achieve a uniformly
pumped volume. For maximum amplification, the cross-section of the signal beam
has to be matched to this inverted region. If the saturation is too large or too
small with respect to the overall design criteria, readjustment of either signal or
pump focusing can correct the error. However, there are a number of additional
effects that need to be considered in designing the amplification geometry, which
are discussed below.

8.2.2 Shaping in amplifiers

Saturation

Saturation has a direct and indirect pulse shaping influence. The direct impact of
saturation arises from the time dependent amplification. As the gain saturates, the
dispersion associated with the amplifying transition changes, resulting in a phase
modulation of the pulse. While the phase modulation does not affect the pulse
envelope directly, it does modify the propagation of the pulse through the dispersive
components of the amplifier (glass, solvent, isolators).

The mathematical framework to deal with the effect of saturation on both the
pulse shape and its phase has been given in Chapters 3 and ??. We present here a
few examples to illustrate the importance of these shaping mechanisms in specific
configurations.

The change in the pulse intensity profile resulting from saturation — excluding
dispersive effects — is found by evaluating Eq. (3.82), describing the intensity of
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a pulse at the output of an absorbing or amplifying medium as a function of the
integrated intensity at the input W0(t) =

∫ t
∞

I0(t′)dt′:

I(z, t) = I0(t)
eW0(t)/Ws

e−ag −1 + eW0(t)/Ws
. (8.8)

Figure 8.4: Behavior of the pulse shape in an amplifier for different shapes of the input
pulse and different saturation parameters s = W0/Ws for a small signal gain eag = 104. 2s
varies from 10−4 to 1 (increment factor 10) in the order of increasing shift of the pulse
maximum. The initial pulse shapes are a Gaussian I(t) ∝ exp

(
−2t2

)
(a) (t being the nor-

malized time); a sech pulse I(t) ∝ sech2(t) (b); and an asymmetric pulse, Gaussian in the
wings exp

(
−t2

)
+ 1

2 exp
[
−(t−1)2

]
(c).

Figure 8.4 shows the normalized shape of the amplified pulse for different input
pulse shapes and saturation. As expected, saturation in the amplification process
favors the leading edge of the pulse. Thus the pulse center shifts toward earlier
times whereby the actual change in pulse shape depends critically on the shape
of the input pulse. In particular the wings of the amplified pulses are a sensitive
function of the initial slope. To minimize pulse broadening or even to obtain shor-
tening during amplification, it is recommended to have pulses with a steep leading
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edge. For reasons to be discussed later high power amplifiers usually consist of
several stages isolated by saturable absorbers. These absorbers can also serve to
steepen the pulses.

If the pulse is detuned from resonance, we have seen in Chapter 3 how satura-
tion can also result in a chirp. This effect will be discussed in Section 8.3.

Group velocity dispersion

While being amplified the pulses travel through a certain length of material and
are thus influenced by dispersion. In the case of linear gain, the pulse shaping is
only due to group velocity dispersion. Shortest amplified pulses will be obtained
either by sending up- (down-)chirped pulses through the amplifier if its net GVD
is positive (negative). Alternatively (the only appropriate procedure if the input
pulses were bandwidth limited) the broadened and chirped pulse at the end of the
amplifier can be sent through a dispersive device, for example a prism or grating
sequence, for recompression. For unchirped input pulses, the magnitude of the
broadening that occurs depends on the length of the amplifier and the dispersive
length (for the pulse being amplified) defined in Chapter 1 [cf. Eq. (1.139)]. Some
dispersion parameters for typical materials relevant to fs amplification are shown
in Table 8.2.

Gain narrowing

In the preceding discussion we assumed the bandwidth of the gain medium to be
larger than the spectral width of the pulse to be amplified. Depending on the active
medium (see Table 8.1) this assumption becomes questionable when the spectral
width of the input pulse approaches a certain value. Now we have to take into
account that different spectral components of the pulse experience different gain.
Since typical gain curves of active media have a finite bandwidth, the amplification
is accompanied by a narrowing of the pulse spectrum. Thus, in the linear regime
(no saturation), an unchirped pulse broadens while being amplified. This behavior
can easily be verified assuming an unchirped Gaussian pulse at the amplifier input,
with a field spectrum varying as Ẽ0(Ω) = A0 exp

[
−(ΩτG/2)2

]
[cf. Eq. (1.43)], and a

small signal gain G(Ω) = eag(Ω) where ag = a0 exp
[
−(ΩTg)2/2

]
. For simplicity we

expand the Gaussian distribution and use ag ' a0[1− (ΩTg)2/2]. The spectral field
amplitude behind the amplifier, neglecting saturation, is:

Ẽ(Ω) = Ẽ0(Ω)eag(Ω)/2

' A0e−(ΩτG)2/4ea0/2[1−(ΩTg)2/2]

= A0ea0/2e−Ω2(τ2
G+a0T 2

g )/4 (8.9)
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Material λ` k′′` LD n̄2
[µm] [fs2/cm] [cm] [cm2/W]

water 0.6 480 21 0.67×10−16

methanol 0.6 400 25
benzene 0.6 1700 6 8.8×10−15

ethylene
glycol

0.6 840 12 3×10−16

fused SiO2 0.6 590 17 13×10−16

fused SiO2 [6] 1.06 4.7×10−16

SF10 0.6 2530 4 21.3×10−15

SF14 0.6 3900 2.5
phosphate
glass

1.06 330 30 1×10−15

Ti:sapphire [6] 0.78 610 16 10.5×10−16

diamond 0.6 1131 8.8 6.7×10−15

diamond 0.25 3542 2.8 −8×10−15

air (1 atm) 800 0.14 8.3×104 2.8×10−19

air [7] 0.8 0.21 5.5×104 5.57×10−19

air [8] 0.8 4×10−19

air [9] 0.308 2.2×10−18

air [10] 0.25 0.96 1.04×104 2.4×10−18

Table 8.2: Optical parameters for typical materials used in fs pulse amplifiers. The dis-
persion length LD is given for a pulse duration of 100 fs. 1λ` = 1.06 µm, 2λ` = 1.06 µm,
SF6.

where τG is a measure of the input pulse duration τp =
√

2ln2τG ' 1.177τG (see
Table 1.1) and ∆ωg ' 2.36/Tg is the FWHM of the gain curve. As can be seen
from Eq. (8.9) the spectrum of the amplified pulse becomes narrower; the FWHM

is given by ' 2.36/
√
τ2

G + a0T 2
g . The corresponding pulse duration at the amplifier

output is

τ′p ' τp

√
1 + a0(Tg/τG)2. (8.10)

If saturation occurs, the whole set of density matrix and Maxwell’s equations has
to be analyzed, as outlined in Chapters 3 and ??, to describe the behavior of the
pulse on passing through the amplifier.

The situation is somewhat different in inhomogeneously broadened amplifiers
if they are operated in the saturation regime. Roughly speaking, since field com-
ponents that see the highest gain saturate the corresponding transitions first, those
amplified independently by the wings of the gain curve can also reach the satura-
tion level if the amplifier is sufficiently long. Therefore a net gain that is almost
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constant over a region exceeding the spectral FWHM of the small signal gain can
be reached and thus correspondingly shorter pulses can be amplified. This was
demonstrated by Glownia et al. [11] and Szatmari et al. [12] who succeeded in
amplifying 150–200 fs pulses in XeCl.

8.2.3 Amplified spontaneous emission (ASE)

So far we have neglected one severe problem in (fs) pulse amplification, namely
amplified spontaneous emission (ASE), which mainly results from the pump pul-
ses being much longer than the fs pulses to be amplified. As a consequence of the
medium being inverted before (and after) the actual amplification process, spon-
taneous emission travelling through the pumped volume can continuously be am-
plified and can therefore reach high energies. ASE reduces the available gain and
decreases the ratio of signal (amplified fs pulse) to background (ASE), or even can
cause lasing of the amplifier, preventing amplification of the seed pulse. For these
reasons the evolution of ASE and its suppression has to be considered thoroughly
in constructing fs pulse amplifiers. Here we shall illustrate the essential effects on
basis of a simple model [1] (illustrated in Fig. 8.5), and compare the small signal
gain (for the signal pulse) with and without ASE. For simplicity, let us assume that

Figure 8.5: (a) Geometry of unidirectional ASE evolution (b) Temporal behavior of pump
pulse, ASE, signal pulse and inversion (from [1]).

the ASE starts at z = 0 and propagates toward the exit of the amplifier while being
amplified. The photon flux of the ASE is thus given by:

FAS E(z, t) = FAS E(0)exp
[∫ z

0
σAS E

(
N1(z′, t)−N0(z′, t)

)
dz′

]
(8.11)



8.2. FUNDAMENTALS 431

where σAS E is the emission cross-section which, with reference to Fig. 8.1, des-
cribes the transition between levels |1〉 and |0〉. With strong pumping the ASE will
follow the pump intensity almost instantaneously, and after a certain time a statio-
nary state is reached in which the population numbers do not change. This means
that additional pump photons are transferred exclusively to ASE while leaving the
population inversion unchanged. Under these conditions the rate equations for the
occupation numbers read:

dN0(z, t)
dt

= −σ02N0(z)Fp(t) +σ10N1(z)FAS E(z, t) = 0 (8.12)

and
N0(z) + N1(z) = N̄. (8.13)

Combination of Eq. (8.11) with Eqs. (8.12) and (8.13) yields an integral equation
for the gain coefficient a(z) for a signal pulse that has propagated a length z in the
amplifier:

a(z) =

∫ z

0
σ10N̄

Fp/FAS E(0)− ea(z′)

Fp/FAS E(0) + ea(z′) dz′. (8.14)

In the absence of ASE the gain coefficient is:

a = σ10N̄z. (8.15)

The actual gain in the presence of ASE is reduced to Ga = exp[a(z)] from the larger
small-signal gain in the ideal condition (without ASE) of Gi = exp

(
σ10N̄z

)
. The

ASE at z = 0 can be estimated from:

FAS E(0) =
ηF∆Ω~ωAS E

4σAS ET10
(8.16)

where ∆Ω = d2/4L2 is the solid angle spanning the exit area of the amplifier from
the entrance, T10 is the fluorescence life time, and ηF is the fluorescence quantum
yield. Figure 8.6 shows the result of a numerical evaluation of Eq. (8.14). Note that
a change in small signal gain at constant Fp can be achieved by changing either the
amplifier length or the concentration N̄. As can be seen at high small signal gain
the ASE drastically reduces the gain available to the signal pulse. In this region a
substantial part of the pump energy contributes to the build-up of ASE.

One solution to the problem of gain reduction due to ASE is the segmentation
of the amplifier in multiple stages. To understand the nature of this improvement,
let us compare a single- and a two-stage amplifier. With a normalized pump power
Fp/FAS E(0) = 104 and Gi = 106, we expect a small signal amplification of about
104 in the single-stage amplifier (Fig. 8.6). In contrast, we obtain a gain of about
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Figure 8.6: Comparison of small signal gain with and without ASE for different values
of the normalized pump intensity Fp/FAS E(0).

103 in one cell and thus 106 in the whole device when we pump two cells by the
same intensity, and each has half the length of the original cell. Another advantage
of multi-stage amplifiers is the possibility to place filters between the individual
stages and thus to reduce further the influence of ASE. If saturable absorbers are
used this may also lead to a favorable steepening of the leading pulse edge. Moreo-
ver, in multi-stage arrangements the beam size and pump power can be adjusted to
control the saturation, taking into account the increasing pulse energy. For a more
quantitative discussion of the interplay of ASE and signal pulse amplification as
well as for the amplifier design, see, for example, [13, 14].

8.3 Nonlinear refractive index effects

8.3.1 General

As discussed already in previous chapters, the propagation and amplification of an
intense pulse will induce changes of index of refraction in the traversed medium.
As a result, the optical pathlength through the amplifier varies along the beam and
pulse profile, leading possibly to self-phase modulation (SPM) and self-lensing.
The origins of this pulse induced change in refractive index can be

(i) saturation in combination with off-resonant amplification (absorption), or

(ii) nonresonant nonlinear–refractive index effects in the host material.
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The nonlinearity is somewhat more complex in semiconductor amplifiers, since it
is related to the dependence of the index of refraction on the carrier density (which
is a function of current, light intensity, and wavelength). The nonlinearities are
nevertheless large and can contribute to significant spectral broadening in semi-
conductor amplifiers [15].

While SPM leads to changes in the pulse spectrum, self lensing modifies the
beam profile. Being caused by the same change in index, both effects occur simul-
taneously, unless the intensity of the input beam does not vary transversely to the
propagation direction. Such a “flat” beam profile can be obtained by expanding the
beam and filtering out the central part to almost constant intensity.

It will often be desirable to exploit SPM in the amplifier chain for pulse com-
pression, while self focusing should be avoided. There are a number of success-
ful attempts to achieve spectral broadening (to be exploited in subsequent pulse
compression) through SPM in a dye amplifiers [16, 17] and semiconductor ampli-
fiers [15]. We will elaborate on this technique towards the end of this chapter. At
the same time, self focusing should be avoided, because it leads to instabilities in
the beam parameters such as filamentation or even to material damage.

We proceed with some estimates of the self-phase modulation that occurs in
amplifiers. We have derived in Chapter 3 an expression [Eq. (??)] for the change
in instantaneous frequency with time due to gain depletion:

δω(t) = −
(ω` −ω10)T2

2
e−a−1

e−a−1 + eW(t)/Ws

I(t)
Ws

. (8.17)

The contribution from the nonlinear refractive index n̄2 of the host material is given
by:

δω(t) = −k`n̄2

∫ z

0

∂

∂t
I(z′, t)dz′ (8.18)

A comparison of the functional behavior of the frequency modulation due to
saturation [Eq. (8.17)] and due to the nonlinear index [Eq. (8.18)] is shown in
Fig. 8.7. The nonresonant refractive index change always results in up-chirp at the
pulse center while the sign of the chirp due to gain saturation depends on the sign
of the detuning (ω`−ω10). The corresponding refractive index variation transverse
to the propagation direction can lead to self-focusing as well as to self-defocusing.
Chirp due to saturation may play a role in dye as well as in solid state amplifiers if
they are highly saturated. Figure 8.8 illustrates the pulse shaping and chirping that
arises for high values of the saturation parameter (s ≥ 0.0001 at the amplifier input
and ea = 104).

In amplifier chains operating up to high saturation parameters, saturable ab-
sorbers will generally be used to isolate stages of high gain, reducing the effect of
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Figure 8.7: Comparison of the frequency modulation or chirp induced by saturation of an
amplifier above resonance (a) and by Kerr effect (b). The frequency modulation (a) peaks
at a time such that the integrated intensity equals the saturation energy density Ws. The
Kerr effect induced phase modulation is proportional to minus the time derivative of the
intensity.

ASE. In addition the saturable absorber can counteract the broadening effect of the
amplifier due to:

• pulse shaping (steepening of the leading edge) by saturable absorption and
thus elimination of subsequent broadening by the saturable gain (cf. Fig. 8.4);

• pulse compression due to the combination of downchirping (if the pulse has
a longer wavelength than that of the peak of the absorption band) by the
absorber and propagation in a gain medium of normal (linear) dispersion.

8.3.2 Self-focusing

The situation of pulse amplification is more complex if we consider self-focusing
effects which have been introduced in Chapter 3. In this section, to obtain some
order-of-magnitude estimations, we will use the relations derived for cw Gaussian
beams. If the instantaneous peak power of the amplified pulse exceeds the critical
power for self-focusing defined in Eq. (4.92)

Pcr =
(1.22λ`)2π

32n0n̄2
, (8.19)

particular attention has to be given to the beam profile. Even weak ripples in the
transverse beam profile may get strongly amplified, and lead to breaking-up of the
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Figure 8.8: Chirp due to amplification of a Gaussian input pulse for different saturation
parameters s (s = 0.0001;0.01;1 in the order of increasing chirp). The shape of the am-
plified pulse (solid lines) and incident pulse (dashed line) are also indicated. The other
parameters are detuning (ω` −ω10) = 0.5 and small signal gain ea = 104.

beam in filaments. The critical transverse dimension of these beam fluctuations,
wcr, below which a beam of intensity I (and power P > Pcr) becomes unstable
against transverse intensity irregularities can be estimated from:

Pcr =
πw2

cr

2
I. (8.20)

If a smooth transverse beam profile is used, the amplifier may be operated above
the critical power, provided the optical path through the amplifier L does not exceed
the self focusing length LS F (see problem at the end of this chapter):

LS F(t) =
ρ0

√
P/Pcr −1

, (8.21)

where P = P(t) refers to the instantaneous power on axis of the Gaussian beam and
the beam waist is at the sample input, cf. Eq. (4.110).

Values of n̄2 are listed for various transparent materials in Table 8.2.2 To a
typical value of n̄2 ≈ 5× 10−16 cm2/W at 0.6 µm corresponds a critical power of
Pcr ≈ 700 kW, or only 70 nJ for a 100 fs pulse. Much higher energies are readily

2The values are often expressed in Gaussian units (such as for instance the values for air [9]),
or have to be derived from values of the third order susceptibility. A detailed discussion of the
conversion factors can be found in [18].
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obtained in fs amplifiers. To estimate the self-focusing length, let us consider a
saturated amplifier. The pulse energy W = Pτp is of the order of the saturation
energy density ~ω`/2σ01 times the beam area S ≈ 0.5πw2

0. For a dye amplifier
operating around 600 nm (σ01 ≈ 10−16 cm2), the saturation energy density is of the
order of 3 mJ/cm2; hence the peak power for a 100 fs pulse in a beam of 1 cm2

cross section is 3×1010 W/cm2. Inserting this peak power in Eq.( 8.21) leads to a
self-focusing length of about 1 m.

Self-focusing is therefore generally not a problem in dye amplifiers, because
the gain medium saturates before LS F is reduced to dimensions of the order of
the amplifier. Solid state media have a much lower cross-section σ01, hence a
much higher saturation energy density. For instance, if a Ti:sapphire laser amplifier
(σ01 = 3×10−19 cm2, or a saturation energy density of 0.66 J/cm2) were driven to
full saturation as in the previous example, the peak power would be 0.66× 1013

W/cm2. At λ = 1 µm, the corresponding self-focusing length is only 4 cm.
The smaller the interaction cross-section the shorter is LS F and thus the more

critical is self-focusing in a saturated amplifier. This problem has been a major
obstacle in the construction of very high power amplifier sources. The solution is
to stretch the pulse prior to amplification, to reduce its peak power, and recompress
it thereafter. This solution, known as chirped pulse amplification [5], is outlined in
Section 8.4.

8.3.3 Thermal noise

As the efficiency of an amplifier medium never approaches 100%, part of the pump
energy is wasted in heat. In amplifiers as well as in lasers, thermally induced chan-
ges in index of refraction will result from a non-uniform heating. In most materials,
all nonlinear lensing mechanisms are dwarfed by the thermal effects. A “z-scan”
experiment [19] can be performed to appreciate the size of this nonlinearity, for
example.

Average power levels of a few mW are sufficient to detect a thermal nonlinear
index. The problem of thermal lensing is much more severe in amplifiers than in
lasers, because of the larger pump energies and larger volumes involved. For in-
stance, the heat dissipated by the pump can easily be carried away by the transverse
flow in a typical dye laser jet, with a spot size of the order of µm. The larger cross-
section of the amplifier calls generally for the use of cells. Non-uniform heating
results in convection, turbulence, and a random noise in the beam profile and am-
plification. In the case of dye laser amplifiers, a simple but very effective solution
consists of using aqueous dye solutions cooled near 4oC, since (dn/dT )|4oC ≈ 0 at
that temperature (or 11.7oC for heavy water). Pulse-to-pulse fluctuations in the
output of a Cu vapor laser pumped amplifier have been considerably reduced by
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this technique [20].
In the case of solid state amplifiers, a careful design of a cylindrically sym-

metric pump (and cooling) geometry is required to prevent thermal lensing from
causing beam distortion.

8.3.4 Combined pulse amplification and chirping

The preceding section has established that self focusing sets a limit to the maximum
power that can be extracted from an amplifier chain. Within that limit, self-phase
modulation and subsequent compression can be combined with pulse amplifica-
tion [15, 17]. In the implementation of [17], the pulse is self-phase modulated
through the nonlinear index of the solvent in the last stage of the amplifier, for the
purpose of subsequent pulse compression (Fig. 8.9). If the gain medium is not used
at resonance, saturation can result in an even larger phase modulation, which can
be calculated with Eq. (8.17).

Figure 8.9: Block diagram showing the combination of pulse amplification, self-phase
modulation, and compression.

With the constraints set above for the absence of self-focusing, the pulse pro-
pagation equation (??) is basically one-dimensional:

∂

∂z
Ẽ =

1
2

ik′′`
∂2

∂t2 Ẽ+B1 +B2; (8.22)

where

B1 = −
ω2
`µ0

2k`
Pgain(t,z) (8.23)

and
B2 = −ik`n2|Ẽ|

2Ẽ (8.24)
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are nonlinear source terms (nonlinear polarization) responsible for the time depen-
dent gain and the nonlinear refractive index, respectively. The polarization for the
time dependent gain can be determined with Eq. (??), or with Eq. (??) if the rate
equation approximation can be applied. We have outlined in Chapter 1 the basic
procedure to study the propagation of a given input pulse through such an amplifier.
Saturated amplification and group velocity dispersion will affect mainly the pulse
temporal amplitude, while self-phase modulation will affect the pulse spectrum.

Figure 8.10(a) shows an example of pulse shape evolution, in amplitude and
phase, through such an amplifier. The broadening and the development of a time
dependent frequency can be clearly seen. As for the case of optical fibers, the in-
terplay of SPM and group velocity dispersion leads to an almost linear chirp at the
pulse center. The temporal broadening increases with the input pulse energy as a
result of stronger saturation and larger SPM leading to a larger impact of group
velocity dispersion [Fig. 8.10(b)]. It is also evident that the chirped and ampli-
fied pulses can be compressed in a quadratic compressor following the amplifier.
Detailed numerical and experimental studies [17] show that an overall pulse com-
pression by a factor of two is feasible for typical parameters of dye amplifiers.

8.4 Chirped pulse amplification (CPA)

As mentioned earlier, the smaller the gain cross-section σ10, the larger the satura-
tion energy density ~ω`/2σ10, which is a measure of the largest energy density that
can be extracted from an amplifier. Since the maximum peak power is limited by
self-focusing effects (the amplifier length has to be smaller than the self-focusing
length), one solution is to limit the power by stretching the pulse in time. Disper-
sion lines with either positive or negative group velocity dispersion can be made
with combinations of gratings and lenses (cf. Chapter 2). This concept of “chir-
ped pulse amplification” (CPA) was introduced by Strickland and Mourou [21] in
1985. Since then it has revolutionized ultrafast science and technology. CPA has
facilitated the broad introduction of table-top fs oscillator-amplifier systems, the
generation of ultrafast pulses at the PW level, and continues to extend the frontiers
of ultrahigh-field science.

The idea is to stretch (and chirp) a fs pulse from an oscillator (up to 10,000
times) with a linear dispersion line, increase the energy by linear amplification, and
thereafter re-compress the pulse to the original pulse duration and shape with the
conjugate dispersion line (dispersion line with opposite group velocity dispersion).

A block diagram illustrating the CPA concept is shown in Fig. 8.11. Stretching
of a pulse up to 10,000 times can be achieved with a combination of gratings and
a telescope, as discussed in Chapter 2. Such a combination of linear elements does
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Figure 8.10: (a) Evolution of pulse shape and chirp in an amplifier with group velo-
city dispersion and SPM, (b) Broadening of pulses in an amplifier with group velocity
dispersion and SPM (left) and pulse duration normalized to that of the input pulse after
an optimum quadratic compressor (right). The initial pulse shape is Gaussian, applied at
resonance with the gain medium. Parameters: small signal gain 2× 104, τp0 = 100 fs,
k′′` = 6×10−26 s2m−1, n2 = 4×10−23 m2V−2, σ10 = 10−16 cm2. (adapted from ref. [17])

not modify the original pulse spectrum. For the amplification to be truly linear,
two essential conditions have to be met by the amplifier:

• the amplifier bandwidth exceeds that of the pulse to be amplified; and
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Figure 8.11: Block diagram of chirped pulse amplification (CPA).

• the amplifier is not saturated.

It is only if these two conditions are met that the original pulse duration can be
restored by the conjugated dispersion line. It is not unusual to operate an amplifier
in the wings of its gain profile, where the first condition is best met. For instance,
Ti:sapphire, with its peak amplification factor close to 800 nm, is used as an ampli-
fier for 1.06 µm, because of its flat gain profile in that wavelength range. A pulse
energy of 1 mJ has been obtained in such a Ti:sapphire amplifier chain, correspon-
ding to a gain of 107. Further linear amplification with Ti:sapphire requires rods
of too large a diameter to be economical. With Nd:glass as a gain medium pulse
energies as large as 20 J were obtained [5]. Because of the bandwidth limitation in
the last 104 factor of amplification, the re-compressed pulse has a duration of 400
fs, a fivefold stretch from the original 80 fs.

8.5 Amplifier design

8.5.1 Gain media and pump pulses

Parameters of gain media crucial for the amplification of fs pulses are

• The interaction cross-section. For a given amplifier volume (inverted vo-
lume) this parameter determines the small signal gain and the maximum
possible energy per unit area that can be extracted from the system. The
latter is limited by gain saturation.

• The energy-storage time of the active medium. If there is no ASE this time
is determined by the life time of the upper laser level T10 and indicates (a)
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how long gain is available after pump pulse excitation for τpump < (<)Tg or
(b) how fast a stationary gain is reached if τpump > (>)Tg. The corresponding
“response” time can be significantly shorter if ASE occurs, it is then roughly
given by:

TAS E =
~ωAS E

IAS E(L)σAS E
. (8.25)

When short pump pulses are used, the latter quantity provides a measure
of the maximum jitter allowable between pump and signal pulse without
perturbing the reproducibility of amplification.

• The spectral width of the gain profile ∆ωg = (ωg/λg)∆λg and the nature of
the line broadening. The minimum pulse duration (or maximum pulse band-
width) that can be maintained by the amplification process is of the order of
2π/∆ωg (or ∆ωg).

These parameters were given in Table 8.1 for typical materials used as gain me-
dia in fs amplifiers. The wavelength and bandwidth of the seed pulse dictates the
choice of the gain medium. Presently, it is only in the near infrared that a selection
can be made among various types of gain media, dyes, and solid state materials for
fs pulse amplification. At pulse durations of the order of 10−14 s gain narrowing
effects of single dyes dominate [3] leading to pulse broadening. These difficulties
can be overcome by using a mixture of several dyes with different transition fre-
quencies providing optimum amplification for a broad input spectrum [22]. The
achievable energies with dye amplifiers are on the order of 1 mJ. This value is de-
termined by the saturation energy density and the dye volume that can be uniformly
pumped with available pump lasers.

Shorter pulses and higher energies can, in principle, be extracted from certain
solid state amplifiers. With the additional advantage of compactness, such systems
are attractive candidates for producing pulses in the TW and PW range. These
systems are typically limited to the red and near infrared spectral range.

At certain wavelengths in the UV (see table 8.1) excimer gases can be used
for fs pulse amplification (see for example, [11,12,23–26]). The interaction cross-
section being similar to that of dyes, the saturation energy density of excimer gain
media is also of the order of millijoules/cm2. Much larger pulse energies however
— ranging from millijoules to the joule range — can be extracted, because the
active volume that can be pumped is much larger than in dye amplifiers. As com-
pared to solid state or liquid materials, another advantage of excimer gases is the
smaller susceptibilities associated with undesired nonlinear effects (such as self-
focusing). Unfortunately, the relatively narrow gain bandwidth of excimers limits
the shortest pulse duration that can be amplified and the tunability.
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Laser Pulse energy Duration Rep. rate λ

[mJ] [ns] [Hz] [nm]
Ar+(cav.dump.) 10−3 15 3×106 514
Nd:YAG

Q-switched 300 5 10 532
regen.ampl. 2 0.07 103 532
diode pumped 0.05 10 800 532

Nd:YLF (Q-sw.) 10 400 104 523.5
copper vapor 2 15 5000 510,578
excimer 100 20 10 308

Table 8.3: Typical parameters of pump lasers for fs pulse amplifiers.

Essential pulse parameters, such as the achievable energy range and repetition
rate, that can be reached are determined by the pump laser of the amplifier. Ta-
ble 8.3 summarizes data on lasers that have successfully been used for pumping fs
amplifiers. Usually these pump lasers have to be synchronized to the high repeti-
tion rate oscillators for reproducible amplification. On a nanosecond time scale this
synchronization can be achieved electronically. With picosecond pump pulses, sa-
tisfactory synchronism requires generally that the pump pulses for the femtosecond
oscillator and amplifier be derived from a single master oscillator.

8.5.2 Amplifier configurations

Usually the amplifier is expected to satisfy certain requirements for the output ra-
diation, which can be achieved by a suitable design and choice of the compo-
nents. Table 8.4 shows some examples. Different applications of amplified pul-
ses have different requirements, and subsequently various amplifier configurations
have been developed. In particular, trade-off between pulse energy and repetition
rate will call for a particular choice of amplifier design and pump source. A feature
common to nearly all femtosecond amplifiers is that they are terminated by a linear
optical element to recompress the pulses.

Multi-stage amplifiers

Low–repetition rate systems (< 500 Hz) used for high-gain amplification consist
mostly of several stages traversed in sequence by the signal pulse. A typical con-
figuration is sketched in Fig. 8.12. This concept, introduced by Fork et al. [27]
for the amplification of fs pulses in a dye amplifier, has the following advantages.
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Requirements Realization

(a) clean beam profile homogeneously inverted gain region,
no self-focusing, proper (linear) opti-
cal design

(b) high peak power same as above, with chirped pulse
amplification (CPA)

(c) high energy amplification high pump power, amplification rea-
ches saturation level

(d) low background ASE suppression through spatial
and/or spectral filtering, filtering
through saturable absorption

(e) certain repetition rate repetition rate of pump, suitable gain
medium

(f) no temporal broadening group velocity dispersion adjustment
(g) no spectral narrowing gain medium with broad bandwidth

Table 8.4: Design requirements of a fs pulse amplifier.

(i) Each stage can be adjusted separately for maximum gain, considering the par-
ticular signal pulse energy at that stage. The splitting of the pump energy among
the various stages has to be optimized, as well as the pump focalization to ma-
tch the volume to be pumped. Typically, only a few percent of the pump pulse is
tightly focused into the first stage, resulting in a gain of several thousands. More
than 50% of the pump energy is reserved for the last stage (to pump a much larger
volume) resulting in a gain factor of about 10. (ii) The unavoidable ASE can be
suppressed with filters inserted between successive stages. Ideally, these filters are
linear attenuators for the ASE, but are saturated by the signal pulse. Of course,
the filter remains “open” after passage of the signal pulse for a time interval given
by the energy relaxation time, and subsequently ASE within this temporal range
cannot be suppressed. Edge filters, such as semiconductors and semiconductor do-
ped glasses, can be used for ASE reduction whenever the ASE and the signal pulse
are spectrally separated. Finally, since the beam characteristics of ASE and signal
pulse are quite different, a spatial filter (for example a pinhole in the focal plane
between two lenses) can enhance the signal-to-ASE ratio. Typical pump lasers for
multi-stage dye amplifiers are Q-switched Nd:YAG lasers [27] and excimer la-
sers [28, 29] with pulse durations of about 5 ns and 20 ns, respectively. Typically
the repetition rates are below 100 Hz, and pulse energies of a few hundred millijou-
les have been reported. In the last decade many modifications of the setup shown
in Fig. 8.12 have been made. For example, multiple passages through one and the
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Figure 8.12: Sketch of a multi-stage amplifier.

same stage to extract more energy or/and to use smaller pump lasers were imple-
mented. To increase the homogeneity of the gain region longitudinal pumping is
frequently used in the last amplifier stage(s).

An example for a fs multi-stage amplifier pumped by a XeCl excimer laser
is shown in Fig. 8.13. The excimer laser, consisting of two separate discharge
channels, serves to pump the dye cells and to amplify the frequency doubled fs
output at 308 nm. Another option is to generate a fs white light continuum and to
amplify a certain spectral component. With the UV pump pulses and different dyes
a wavelength range from the NIR to the UV can be covered.

8.5.3 Single-stage, multi-pass amplifiers

For larger repetition rates one has to use pump lasers working at higher frequen-
cies. Since the mean output power of table-top pump lasers cannot be increased
arbitrarily, higher repetition rates are achieved at the expense of energy per pulse.
To obtain still reasonable gain factors one has to increase the efficiency of conver-
ting pump energy into signal energy as compared to the configurations described
above. In this respect the basic disadvantage of single-pass amplifiers is that only
a fraction of the energy pumped into the gain media is used for the actual ampli-
fication. The main reason is that the pump process is often much longer than the
recovery time of the gain medium; hence, a considerable part of the pump energy is
converted into ASE. The overall efficiency can be enhanced by sending the pulse to
be amplified several times through the amplifier. The time interval between succes-
sive passages should be of the order of the recovery time of the gain medium Tg.
The number of passages should not exceed the ratio of pump pulse duration to Tg.

In a first attempt to amplify femtosecond pulses at high repetition rates, Dow-
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Figure 8.13: A fs dye amplifier pumped by an excimer laser. The amplification stages
are decoupled by saturable absorbers (semiconductor doped glasses) or k-space filters. The
prism sequence serves to compress the phase modulated, amplified pulses. To extend the
wavelength range of available fs pulses, the frequency doubled output can be amplified
in the second discharge channel of the excimer laser. Another option is to amplify the
spectrally filtered white light continuum. (From [25].)

ner et al. [30] used a cavity-dumped Ar+-laser to pump a dye amplifier. Despite
the high repetition rate (3 MHz), this approach did not find broad application be-
cause of the relatively small net gain (∼100) resulting from the low energy of the
pump pulses. The use of copper-vapor lasers, working at repetition rates from 5 to
15 kHz, turned out to be a more practicable concept to pump dye amplifiers [31].
Knox et al. [32] used such a laser to pump a single dye jet and to amplify 100 fs
pulses to microjoule energies. The dye jet was passed six times to match the pump
pulse duration (∼25 ns) where the reported small signal gain per pass was five to
eight. The disadvantage of such a configuration, as sketched in Fig. 8.14, is its
complexity and large number of optical elements. Two saturable absorbers were
implemented to suppress ASE. Higher output powers could be reached using a dye
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Figure 8.14: Sketch of a single-stage, multi-pass amplifier (after [32]).

cell for the gain medium [33]. Other concepts distinguish themselves by a mini-
mum number of optical components and simplicity of adjustment [20, 34]. The
gain medium is inserted in a resonator-like structure. A convenient structure for
uniform transverse illumination of a cylindrical volume is the “Bethune cell” [35].
The volume to be pumped is inserted in a total reflection prism, at a location such
that adjacent sections of the pump beam are reflected to all four quadrants of the cy-
linder (Fig. 8.15). In the arrangement of Ref. [20], the beam to be amplified is sent
11 times through the gain cell. A series of apertures on a circular pattern (Fig. 8.15)
are a guide for the alignment and prevent oscillation in the stable resonator con-
figuration. The latter being close to concentric, the first 11 paths are focused to a
small beam waist in the gain medium. This amplifier is intentionally operating at
saturation for the last few passes, in order to reduce its sensitivity to fluctuations of
the input. The beam is sent back for two more passes through the center of the 2
mm diameter amplifying cell, providing unsaturated amplification to 15 µJ. Copper
vapor laser pumped amplifiers have also been successfully applied to generate po-
werful femtosecond pulses in the near infrared [36]. Multipass amplifiers are also
common for solid-state fs systems, for example based on Ti:sapphire, if moderate
output energies (typically not exceeding several mJ) are desired.

8.5.4 Regenerative amplifiers

As discussed previously, a broad gain bandwidth and high saturation energy density
make some solid state materials (cf. Table 8.1) prime candidates for the genera-
tion of powerful femtosecond light pulses. A large energy storage time (10−6 s)
is generally associated with the small gain cross-section of these amplifying me-
dia. Regenerative amplification is the most efficient method to transfer efficiently
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Figure 8.15: Schematic diagram of a multi-pass (copper vapor laser pumped) amplifier
and view on the beam geometry at the focusing mirrors and the Bethune cell (adapted
from [20]).

energy to a fs pulse from an amplifier with a long storage time. The concept of
regenerative amplification is illustrated in Fig. 8.16. The gain medium is placed in
a resonator built by the high-reflecting mirrors M1 and M2. After the seed pulse is
coupled into the resonator through a polarizer P1, the Pockels cell PC1 is switched
to rotate the polarization of the seed pulse and Q-switches the resonator. The pulse
circulates in the resonator and is continuously amplified. After a certain number of
round trips (determined by the energy storage time and/or the time needed to reach
saturation) a quarter-wave voltage is applied to the cavity-dumping Pockels cell
PC2 and the amplified pulse is coupled out by reflection from the second polarizer
P2.

Regenerative amplifiers were originally developed to amplify the output of cw
mode-locked solid state (e.g., Nd:YAG, Nd:YLF) lasers at repetition rates up to 2
kHz and energies up to the millijoule level (e.g., [37–39]), to obtain ps pulses at
microjoule energies. These pulses served as pump for dye amplifiers [40]. Since
the pump pulse duration is on the order of 100 ps the amplification process can be
much more efficient than with ns pump lasers. Synchronization between pump and
fs signal is achieved by pumping the dye laser synchronously with the same master
oscillator used to provide the seed pulses for the regenerative amplifier. More re-
cently regenerative solid state amplifiers have been used to amplify fs light pulses
directly in alexandrite [41] and Ti:sapphire [42] utilizing chirped pulse amplifica-
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Figure 8.16: Principle of regenerative amplification

tion. Using a Q-switched Nd:YLF laser as pump for the Ti:sapphire crystal in the
regenerative amplifier a repetition rate as high as 7 kHz could be reached [43].

A multi-terawatt, 30 fs, Ti:sapphire laser system based on a combination of a
regenerative amplifier and a multi-pass amplifier, operating at 10 Hz, was reported
by Barty et al. [44]. A sketch of the system is shown in Fig. 8.17. The 20 fs (5
nJ, 800 nm) pulses from a modelocked Ti:sapphire laser are stretched to 300 ps.
Amplification in a 14-pass regenerative amplifier (50 mJ pump pulse at 532 nm)
yielded 9 mJ output pulses. A 4-pass amplifier (235 mJ pump pulse at 532 nm)
increases the pulse energy to 125 mJ. Finally, after re-compression, 30 fs pulses
were obtained. To reduce the effect of gain-narrowing the spectrum of the pulse
prior to amplification was flattened. This was accomplished by spectral filtering
(element M in Fig. 8.17, see also Chapter 9).

8.5.5 Travelling wave amplification

Amplified stimulated emission limits strongly the overall efficiency of the amplifi-
cation process, in particular at shorter wavelengths where the ratio of spontaneous
emission to stimulated emission is larger. One of the causes of a large ASE to sig-
nal ratio is that the duration of the pump — and hence that of the gain — generally
exceeds that of the pulse to be amplified by several orders of magnitude. Consi-
derably higher conversion from pump energy into signal pulse energy is therefore
expected when using femtosecond pump pulses. It may seem ludicrous to use a
powerful fs light pulse, that is, a fs pulse already amplified, to amplify another fs
pulse. However, such schemes offer the prospect of efficient frequency conversion
with continuous tunability. A first implementation is the travelling wave ampli-
fier (TWA) introduced by Polland et al. [45] and Bor et al. [46] in a transverse
pumping arrangement with ps light pulses. The TWA technique was successfully
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Figure 8.17: Multi-terawatt fs laser system (from [44]).

extended to the fs time scale by Hebling and Kuhl [47]. A theoretical analysis of
TWA can be found in [46, 48, 49]. An example of implementation of TWA is sket-
ched in Fig. 8.18. The active medium can be a dye cell. The tilt of the pulse front
of the pump with respect to the propagation direction of the signal pulse is chosen
so as to invert the gain medium in synchronism with the propagating signal light.
This “travelling wave amplification” leaves practically no time for ASE in front of
the signal pulse to develop.

It would seem that a tunable fs source — such as that provided by a spectrally
filtered white light continuum — is required as seed pulse to produce fs light pulses
at new frequencies by TWA. Such a sophisticated seed is fortunately not required,
because the output pulse duration of the TWA amplifier does not depend on the
input pulse duration. Hebling and Kuhl [50], for example, simply selected a certain
spectral component from the ASE excited in the active medium as amplifier input.
With three different dyes and pump pulses at 620 nm a spectral range between 660
nm and 785 nm could continuously be covered. In the absence of external seeding,
the ASE excited in the very first part of the amplifier serves as seed signal. The
pulse evolution is similar to that in a synchronously pumped laser: The propagation
from one TWA amplifier slice to the next compares to successive passages through
the gain jet in a synchronously pumped laser. In view of the short pump pulse,
the output will also be a fs light pulse with a mean wavelength given roughly by
the maximum of the net gain profile of the amplifier. In a synchronously pumped
laser the pulse evolution starts from noise (spontaneous emission) and a certain
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Figure 8.18: Transverse travelling wave amplification. A fs pulse, a spectrally filtered fs
continuum or suitable (quasi) cw radiation (for example, ASE) can serve as seed light.

number of round trips are needed for the pulse to form (cf. Chapter 6). In the TWA
the number of round trips translates into a minimum number of “slices,” which
corresponds to a minimum amplification length. This analogy leads to conclude
that the output pulse duration is shorter than the pump pulse and is a sensitive
function of the tilt angle (the latter determines the timing mismatch of signal and
pump pulse at any given location in the amplifier).

The general approach introduced in Chapter 1 can be applied to a quantitative
study of TWA. The complex electric field amplitude of the signal pulse at posi-
tion z +∆z, Ẽs(t,z +∆z) is related to the amplitude at z through:

Ẽs(t,z +∆z) = Ẽs(t,z) +δgẼs(t,z) +δnlẼs(t,z) +δk”Ẽs(t,z) (8.26)

where ∆z is the slice width, and δgẼs, δnlẼs, and δk”Ẽs describe the amplitude
change due to gain, nonlinear refractive index effects, and GVD, respectively.
These changes can easily be calculated by means of Eqs. (8.8), (6.29), (4.67) and
(??). Neglecting GVD, for the photon flux density and phase of the signal pulse
we find:

Fs(t,z +∆z) = Fs(t,z) + |L̃(ω10−ωs)|2σ
(0)
10 (N1−N0)Fs(t,z)∆z (8.27)

φs(t,z +∆z) = φs(t,z)−
1
2

Im
[
L̃(ω10−ωs)

]
σ(0)

10 (N1−N0)∆z (8.28)

−i
(

2ωm

c2n0ε0

)
n2[Fs(t,z) + Fp(t,z)]∆z (8.29)
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where, for the sake of simplicity, we have introduced a mean frequency of signal
and pump pulse, ωm, and the linear refractive index n0 at this frequency. Fp denotes
the photon flux density of the pump pulse. As indicated in these equations, the
phase modulation originates from (near) resonant (saturation) and non-resonant
(host medium) contributions to the changes in index of refraction. The inversion
density ∆N10(t,z) = N1 −N0 is obtained by solving a system of rate equations for
the population numbers in each slice. Assuming a three-level system as shown in
Fig. 8.1:

d
dt

N0(t,z) = −σ02N0Fp(t,z) +σ(0)
10 |L̃(ω10−ωs)|2N1Fs(t,z) (8.30)

d
dt

N1(t,z) = −σ(0)
10 |L̃(ω10−ωs)|2N1Fs(t,z) +

N2

T21
(8.31)

N̄ = N0 + N1 + N2. (8.32)

Because of the short pump pulse duration, we cannot neglect the population in le-
vel 2 and have to consider a nonzero relaxation time T21. Starting either with the
photon flux of a small seed pulse or with cw light at z = 0 the successive appli-
cation of Eq. (8.26) yields the signal pulse for an amplifier length z. Figure 8.19
shows corresponding results for the evolution of pulse duration and pulse energy as
a function of the propagation length [49]. Region I is characterized by a decrease
of signal pulse duration and an almost exponential increase in energy. This is due
to the fast rise of the gain (short pump pulse duration) resulting in a rapid build-up
of a steep leading edge of the signal pulse, and to the fact that the gain is essenti-
ally unsaturated until the pumping process stops. The latter is responsible for the
shaping of the trailing edge of the signal pulse. With the onset of saturation (region
II) the pulse duration increases, a tendency which becomes more pronounced with
significant group velocity dispersion.

8.6 Optical parametric chirped pulse amplification (OP-
CPA)

The idea of optical parametric chirped pulse amplification (OPCPA) is to replace
the laser gain media of a CPA system [21], cf. Section 8.4 , by a nonlinear crystal.
Amplification by stimulated emission is substituted by parametric amplification
of the signal pulse in the presence of a pump pulse. The apparatus is sketched in
Fig. 8.20. Since the introduction of the concept of chirped parametric amplification
by Dubietis et al. [51] in 1992 and an analysis of the prospects for high-power
amplification by Ross et al. [52] several amplifier systems have been developed
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Figure 8.19: Ratio of signal pulse to pump pulse duration and energy conversion as
function of the propagation length for typical parameters of a travelling wave dye ampli-
fier. The dashed line describes the behavior of the pulse duration when group velocity
dispersion plays a role (from [49]).

producing sub ps pulses in the TW range. A summary of various concepts and
recent progress can be found in Refs. [52] and [53].

The OPCPA concept relies on the fact that a chirped pulse can be parametri-
cally amplified without significant distortion of the phase if the OPA bandwidth
is large enough. Note that the bandwidth is determined by material parameters,
the pump and signal wavelength, and the geometry favoring non-collinear schemes
(see for example [54, 55]). Using a noncollinear geometry extremely large ampli-
fication bandwidths have been achieved, resulting in pulses as short as 4 fs after
compression of the amplified spectrum (continuum) [56].

Since optical parametric amplification is a nonresonant nonlinear optical pro-
cess the material does not absorb energy and the heat load is considerably smaller
than in ordinary laser gain media. High gain factors can be achieved at relatively
small interaction lengths (single pass) which reduces the effect of dispersion and
nonlinear phase modulation on the pulse and beam profile. Provided the gain band-
width is large enough, gain narrowing, which limits the bandwidth of pulses from
ordinary amplifiers, is absent. Another positive aspect of OPCPA is the greatly
reduced background radiation, that usually results from ASE.

As we have discussed in Chapter 3, the parametric gain for the signal intensity
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Figure 8.20: Schematic diagram of an OPCPA device. The pulse to be amplified is
stretched and chirped, and combined with a pump pulse in a nonlinear optical crystal. The
parametrically amplified chirped output is subsequently compressed.

is proportional to the pump intensity

Is ∝ Ip, (8.33)

which is a manifestation of the instantaneous character of this nonlinear optical
process. Therefore, for efficient energy conversion, the OPCPA requires a pump
pulse whose duration matches that of the signal pulse. In addition, the fact that gain
is present only during the pump pulse puts stringent requirements on the relative
timing of signal and pump pulse. To achieve a large and homogeneous (over the
beam profile) conversion bandwidth certain requirements on the beam profile and
focusing of the pump exist.

The first OPCPA systems produced promising results. Pulse powers in the TW
range have been reported [57,58] and OPCPA and CPA were combined in a hybrid
system to improve efficiency [59]. It has been experimentally verified that the
“carrier to envelope offset” (CEO) defined in Chapter 6, Section 6.1.3, is preserved
throughout the stretching, amplification and subsequent compression process [60].
To avoid phase-disturbing influences of diffraction gratings, the pump pulse was
a regeneratively amplified picosecond pulse, and the stretching of the seed pulse
(12 fs, 1 nJ) was achieved via an acousto-optic programmable dispersive filter or
DAZZLER [61]. The output pulse was locked in CEO, with a duration of 17 fs, 85
µJ energy at a repetition rate of 1 kHz [60].
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8.7 Problems

1. An important parameter of a gain medium is the energy storage time. Consi-
der a one-stage amplifier of 5 mm length transversely pumped by a pulse of
20 ns duration and 5 mJ energy. A (fs) pulse with an energy of 100 pJ is to be
amplified. The gain medium consists of a three-level system (cf. Fig. 8.1).
The relaxation time from level 2 to level 1 is assumed to be extremely fast.
Calculate and compare the energy amplification achievable in a single-pass
configuration for a gain medium with a lifetime of the upper gain level, T10,
of (a) 100 ps, (b) 1 µs. For simplification you may assume a rectangular tem-
poral and spatial profile for both pump and pulse to be amplified. Perform
your calculation for a beam size of 50×50 µm2. Assume homogeneous gain
and equal cross-sections for absorption and amplification, σ ≈ 10−17 cm2.

2. Explain the different effect of gain saturation on the shaping of the wings of
a Gaussian and a sech pulse (cf. Fig. 8.4).

3. By means of Fig. 8.6 design a three-stage dye amplifier to amplify the out-
put of a fs dye laser (100 fs, 100 pJ) to > 0.5 mJ. The second harmonic of
a Nd:Yag (50 mJ, 10 ns) is to be used as pump. For the absorption and
emission cross-section use a value of 10−16 cm2. Specify the split of the
pump energy among the three stages and make an estimate for the focusing
conditions.

4. Let us consider a 2 cm long cuvette filled with a solution of Rhodamine
6G. The dye solution is pumped longitudinally by a Nd:Yag laser beam of
uniform intensity I = 10 MW/cm2. The dye has an absorption coefficient
of 5 cm−1 at the pump laser wavelength. The absorption cross-section of
the solution is 5 10−16 cm2. Approximate the dye solution by a three-level
system, with the upper level being common to the pump and lasing transition.
The pump transition is from the ground state to the upper level. The lasing
transition (cross-section σg = 5×10−17 cm2) is from the upper level (lifetime
of 2.5 ns) to an intermediate level which relaxes to the ground state with a
characteristic energy relaxation time of 1 ps.

(a) Find the gain distribution αg(z) along the propagation direction (z) of
the pump beam.

(b) A 50 fs pulse, with an energy density of 100 µJ/cm2 is sent through the
medium along the same z direction. Calculate the energy of the pulse
exiting the gain cell. Solve the problem for a 100 µJ/cm2 pulse sent in
the direction opposite to the pump. How do the results differ?
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(c) Assume next that the pump beam diameter decreases linearly from 1
cm at the cell entrance down to 1 mm at z = 2 cm. The pump power
at the cell entrance is 1 MW. The beam to be amplified has the same
geometry, the initial pulse energy being 5 µJ. Find the amplified pulse
energy for co- and counterpropagating pump pulse and pulse to be am-
plified.
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Chapter 9

Pulse Shaping

On a fs time scale, many interactions depend on the particular temporal shape of
the waveform being applied. For many applications it is desirable and necessary
to modify the pulses from the source in a well-defined manner. A compression
of the intensity profile leads to shorter pulses and higher peak powers. Closely
spaced femtosecond pulses with controllable phase relations are needed for cohe-
rent multi-photon excitation and the selective excitation of, for example, certain
molecular vibrations as detailed in Chapter ??.

The distortion of the complex pulse envelope caused by most linear and non-
linear optical processes has been discussed in previous chapters. In this chapter
we shall concentrate on techniques applied to compress or shape pulses in ampli-
tude and phase. A comprehensive review on pulse compression can also be found
in Ref. [1]. While shaping of ns and ps pulses can be achieved by electronically
driven pulse shapers, such as electro-optic modulators [2], all-optical techniques
have to be applied for fs pulse shaping. Dispersion leads to pulse shortening or
lengthening depending on the input chirp. Saturable absorption tends to steepen
the leading edge of the pulse.

9.1 Pulse compression

9.1.1 General

Optical pulse compression is the optical analogue of a well established technique
for the shaping of radar pulses [3]. Its implementation into Optics was in the late
1960’s [4–7] for compression of ps pulses.

Optical pulse compression is generally achieved by the two-step process sket-
ched in Fig. 9.1. Let us assume a bandwidth limited input pulse. In the first step a
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phase modulation ϕ(t) is impressed on the pulse, which for example can be obtai-
ned by self-phase modulation in a nonlinear refractive index material. The pulse
is spectrally broadened, or, in the time domain, a chirped pulse. The temporal
intensity profile I(t) (or |Ẽ(t)|2) is generally unchanged by this first step, which mo-
difies only the phase function of the pulse. As we have seen in Chapter 3, for an
instantaneous purely dispersive nonlinearity (n2 real, no two-photon absorption),
self-phase modulation in an n2 medium does not change the pulse shape. Only the
spectral phase is modified by the nonlinear interaction.

The second step can be seen as the Fourier transform analogue of the first one:
The phase function φ(Ω) of the pulse spectral field Ẽ(Ω) is modified, without af-
fecting the spectral intensity (∝ |Ẽ(Ω)|2). The spectrally broadened, nonbandwidth
limited pulse is transformed into a bandwidth limited pulse. This process is so-
metimes referred to as “chirp compensation.” Since the spectrum does not change
in the second step, the new pulse has to be shorter than the input pulse. The com-
pression factor Kc is given roughly by the ratio of the spectral width before (∆ωin)
and after (∆ωout) the nonlinear element (step 1):

Kc ∼
∆ωout

∆ωin
. (9.1)

To analyze the second step, the amplitude at the output of the phase modulator is

Figure 9.1: Sketch of optical pulse compression through self-phase modulation and chirp
compensation.

written in the frequency domain:

Ẽ(Ω) = |Ẽ(Ω)|eiΦ(Ω). (9.2)

As discussed in Chapter 1, the action of a linear optical element is described
by its optical transfer function H̃(Ω) = R(Ω)e−iΨ(Ω). The amplitude of the pulse
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transmitted by such an element is the inverse Fourier transform of H̃(Ω)Ẽ(Ω):

Ẽ(t) =
1

2π

∫ ∞

−∞

R(Ω)|Ẽ(Ω)|ei[Φ(Ω)−Ψ(Ω)]e−iΩtdΩ. (9.3)

Let us consider a rather common situation where the amplitude response R is con-
stant in the spectral range of interest. The peak amplitude will be highest if all
spectral components add up in phase, which occurs if Φ(Ω) = Ψ(Ω). The linear
element with the corresponding phase factor Ψ(Ω) is called an ideal compres-
sor. Its phase response matches exactly the spectral phase of the chirped pulse.
It was shown in Chapter 1 that the output pulse remains unchanged if the diffe-
rence (Φ−Ψ) is a nonzero constant or a linear function of Ω. Possible techniques
to synthesize the ideal compressor through spectral “filtering” [8] are presented in
Section 9.2.

If a pulse is linearly chirped, its spectral phase varies quadratically with fre-
quency. An ideal compressor is then simply an element with adjustable GVD, for
example a prism or grating sequence, provided higher order dispersion can be neg-
lected. A piece of glass of suitable length can also compress a linearly chirped
pulse, as discussed earlier. If the spectral phase of the pulse deviates from a para-
bola by a term b3Ω3, we can use two different linear elements in series to construct
the corresponding phase response, provided their ratio of third- and second-order
phase response is different. This can be a grating and a prism pair, which allows
us to tune the overall GVD and third-order dispersion independently. To illustrate
this procedure let us formally write the phase of the transfer function of a prism (P)
and a grating (G) sequence as:

ΨP,G = LP,G
(
b(P,G)

2 Ω2 + b(P,G)
3 Ω3

)
(9.4)

where LP,G is the prism (grating) separation and b(P,G)
i are device constants (cf.

Chapter 2). To fit a spectral phase

Φ = a2Ω2 + a3Ω3 (9.5)

we need to solve a simple system of algebraic equations to find the required prism
and grating separation

a2 = LPb(P)
2 + LGb(G)

2 (9.6)

a3 = LPb(P)
3 + LGb(G)

3 (9.7)

A third element would be needed to compensate for the next term in the Taylor
expansion of Φ(Ω). Only one GVD element will be required if the phase behavior
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of the pulse to be compressed is sufficiently simple. However, even though the
second-order dispersion dominates, higher order dispersion terms are unavoidable
in all linear elements. These terms become more important as broader pulse spectra
have to be handled. If pure GVD is desired, two elements are needed to eliminate
third order dispersion.

As we have seen in Chapter 3, focusing a pulse in a medium with a nonlinear
index leads to a spectral broadening where the frequency is a complicated function
of time. A comparison of the compression of such a pulse in an ideal and a qua-
dratic compressor is made in Fig. 9.2. Owing to the strong nonlinear behavior

Figure 9.2: Gaussian pulse chirped in a nonlinear index medium and after compression.
Note: The spectral phase is shown in the interval (−π/2,+π/2).

of the frequency modulation (upchirp in the center, downchirp in the wings), cf.
Fig. 4.10, the spectral phase is far from being a parabola. Hence, a quadratic com-
pressor cannot compensate the chirp very well. We can, for example, adjust for
compression in the pulse center but then encounter broadening of the wings. Much
better results can be obtained using an ideal compressor. However, the compressed
pulse exhibits also satellites in this “ideal” case, because of the particular shape
imparted to the spectrum |Ẽ(Ω)|2 by self phase modulation. Since all frequency
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components are in phase after passage through the “ideal compressor,” the tempo-
ral shape is that with the highest peak power, corresponding to the particular pulse
spectrum.

For some applications, it may be more important to achieve a smooth, narrow
temporal profile, rather than a maximum peak intensity. In this section we shall
focus mostly on simple and practical devices, such as quadratic compressors.

The drawback of using bulk materials as a nonlinear medium is the strong
nonlinear behavior of the frequency modulation and the poor pulse quality after
compression. Moreover, as discussed in Chapter 3 and 6, SPM is associated with
self-lensing if the transverse beam profile is not uniform. Therefore, the achievable
spectral broadening is limited.

An approach other than Gaussian optics is needed to achieve larger frequency
modulations. Of these, the most widely used for pulse compression is the optical
single-mode fiber. As discussed next, it leads to the production of almost linearly
chirped output pulses [9].

9.1.2 The fiber compressor

Pulse propagation in single-mode fibers

An optical field can travel in single-mode fibers over long distances while remai-
ning confined to a few microns in the transverse direction. This is a typical property
of a guided wave; see, for example, [10]. Figure 9.3 summarizes some properties
of single-mode fibers made from fused silica. To support only a single-mode, the

Figure 9.3: Cross-section of a single-mode fiber and corresponding mode profile.

core radius must satisfy the relation R < λ`/(π
√

n2−n2
c). Modes of higher order

are generally undesired in guiding ultrashort light pulses because of mode disper-
sion. The core diameters are therefore not larger than a few microns in the VIS.
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This implies a limit for the pulse power to avoid material damage. Typical da-
mage intensities are in the order of µJ/µm2. With the focus on chirping for pulse
compression, the only nonlinearity to be considered is the nonlinear refractive in-
dex effect. To describe fiber propagation under such conditions we have to use the
three-dimensional wave equation supplemented by a nonlinear source term accor-
ding to Eq. (4.64). A perturbative approach [11] is used to study nonlinear pulse
propagation in the fiber. Assuming linear polarization the electric field in the fiber
can be written:

E(x,y,z, t) =
1
2

ũ(x,y)Ẽ(t,z)ei(ω`t−k`z) + c.c. (9.8)

The quantity ũ determines the mode profile which, to first order, is not affected
by the nonlinear index change. Using the same procedure as in Chapters 1 and 3
to deal with the dispersion and the nonlinearity, respectively, the equation for the
complex envelope is found to be:

∂

∂z
Ẽ− i

k′′`
2
∂2

∂t2 Ẽ = −iγ|Ẽ|2Ẽ, (9.9)

where γ = ne f f
2 ω`/c. The differences as compared to the bulk medium can be

roughly explained in terms of the refractive index, which we now write:

ne f f
NL = ne f f + ne f f

2 |Ẽ|
2. (9.10)

The notation effective is to indicate that

(i) the refractive index which determines the dispersion is given not only by the
material properties of the fiber core, but also by that of the cladding, as well
as by the core shape and size;

(ii) the action of the nonlinearity must be averaged over the fiber cross-section
which means ne f f

2 = n2/Ae f f where the effective fiber area is given by Ae f f =(∫
|u|2dA

)2
/
∫
|u|4dA.

Also, the propagation constant k′′` differs slightly from its value in the bulk ma-
terial, a small deviation that only becomes important in the vicinity of the “zero-
dispersion” wavelength λD where k′′` = 0 (Fig. 9.4). This zero-dispersion wave-
length can be shifted by suitable dopants and shaping of the core cross-section.
The effective area, which depends on the fiber geometry and the refractive indices
n,nc, can be somewhat smaller or larger than the core cross section. Its value ran-
ges from 10 to 25 µm2 in the visible and can be larger in the infrared because of
the usually larger core radii.
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Figure 9.4: Dispersion parameters k′` and k′′` of fused silica. For comparison, the zero-
dispersion wavelength λD of a typical single-mode fiber made from SQ1 is also shown.
Frequently, the dispersion of fibers is expressed in terms of D = dk′`/dλ = −(2πc/λ2)k′′` in
units of ps/nm·km. It describes the group delay in ps per nm wavelength difference and per
km propagation length.

It is sometimes useful to express Eq. (9.10) in terms of normalized quantities,
as for example in [12]. Dimensionless coordinates which are particularly conve-
nient for the description of soliton propagation in the spectral region where k′′` < 0
(see the next section) are s = t/tc and ξ = z/zc, the two normalization constants
satisfying the relation:

k′′` = −t2
c/zc. (9.11)

Using a normalized amplitude û =
√
γzcẼ, the propagation equation becomes:

∂

∂ξ
û + i

1
2
∂2

∂s2 û = −iγzc|û|2û. (9.12)

This equation governing the pulse propagation in fibers with GVD and a nonlinear
refractive index resembles the Schrödinger equation known from quantum mecha-
nics. This analogy becomes most obvious after associating the nonlinear term with
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a potential, and interchanging position and time coordinates in Eq. (9.12). For this
reason, this equation is often called the nonlinear Schrödinger equation (NLSE).

The propagation of ultrashort pulses in single-mode fibers is affected by disper-
sion and an “n2” (often referred to as “Kerr type”) nonlinearity. These effects were
studied independently from each other in Chapters 1 and 3. For their characteri-
zation we introduced a dispersion length LD = τ2

p0/k
′′
` and a nonlinear interaction

length LNL = (γ|Ẽ0m|
2)−1. Both quantities contain material parameters and proper-

ties of the input pulse. In terms of the two characteristic lengths, the limiting cases
in which one effect dominates are valid for propagation lengths L ≈ LD� LNL and
for L ≈ LNL� LD, respectively. It is the intermediate situation characterized by the
interplay of GVD and n2 effect which shall be of interest now.

The behavior of pulses propagating through single-mode fibers is substantially
different in the spectral range where k′′` > 0 and k′′` < 0. For wavelengths λ` < λD

envelope and phase shaping appropriate for subsequent compression is achieved.
For longer wavelengths λ` > λD, “soliton” shaping may occur.

Figure 9.5: Development of spectrum and envelope of a pulse propagating through an
optical fiber in the normal dispersion regime (z0 = 0.5LD). (a) Spectral intensity versus
frequency. (b) Intensity versus normalized time (from [13]).

Compression of pulses chirped in the normal dispersion regime (k′′` > 0)

Grisckkowsky and Balant [9] recognized the possibility of shaping optical pulses
in single-mode fibers for subsequent pulse compression. To obtain the characteris-
tics of a pulse as it travels through an optical single-mode fiber, we need to solve
Eq. (9.10). The general case can only be solved numerically, for instance through
the procedure outlined in Chapter 1. An example of such a calculation is shown in
Fig. 9.5.
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These results can easily be interpreted as follows. Group velocity dispersion
broadens the initially unchirped pulse. Because k′′` > 0, longer wavelength com-
ponents travel faster and accumulate along the leading edge of the pulse. Self-
phase modulation produces new frequency components; longer (shorter) wave-
length components arise in the leading (trailing) edge. These new frequency com-
ponents induce an even faster pulse broadening. Owing to group velocity disper-
sion and the fact that new frequency components are preferably produced in the
pulse edges, where the derivative of the intensity is large, the frequency develops
an almost linear behavior over the main part of the pulse and the envelope approa-
ches a rectangular shape. The broadening is associated with a decrease of the pulse
intensity, and thus the self-phase modulation becomes less important for larger
propagation lengths. Eventually a regime is reached where the spectrum remains
almost unchanged and the fiber acts like an element with linear group velocity
dispersion only.

Before discussing some quantitative results of the numerical evaluation of the
nonlinear Schrödinger equation, we shall analyze the fiber propagation by means
of a simple, heuristic model, describing temporal and spectral broadening under
the simultaneous action of group velocity dispersion and a nonlinearity. We will
establish two ordinary differential equations. For simplicity and to exploit previ-
ously derived results, we make the approximation that the pulse is linearly chirped
and Gaussian over the entire propagation length:

Ẽ(z, t) = Em(z)e−[1+ia(z)][t/τG(z)]2
(9.13)

with
τG(z) =

√
2ln2 τp(z) (9.14)

and
τp(z)∆ωp(z) = 4ln2

√
1 + a2(z) (9.15)

E2
m(z)τp(z) = Em(0)2τp(0) = E2

0mτp0. (9.16)

The latter relations simply follow from the pulse duration bandwidth product, cf.
Eq. (1.47), and from the requirement of energy conservation. From Eqs. (1.134)
and (9.15) we find for the change in pulse duration:

d
dz
τp(z) =

4ln2
τp(z)

k′′`

√
τ2

p(z)∆ω2
p(z)

(4 ln2)2 −1 +
∆ω2

p(z)k′′2`
τp(z)

z. (9.17)

Next we need an equation for the change of the pulse spectrum due to self-phase
modulation. Let us estimate the chirp coefficient as a ≈ 0.5δωpτp/(4 ln2) with
δωpτp given by Eq. (4.73). We introduced the factor 0.5 here to account for the
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fact that the actual chirp from self-phase modulation is not monotonous over the
entire pulse. Together with Eqs. (9.15) and (9.16) this chirp parameter a yields for
the change of the spectral width

d
dz

∆ωp(z) =
ln2
τ3

p(z)

(
τp0

LNL

)2 z√
1 + [τp0/4τp(z)]2(z/LNL)2

(9.18)

where LNL = (γẼ2
0m)−1 as introduced earlier. In normalized quantities α= τp(z)/τp0

for the temporal broadening, β = ∆ωp(z)/∆ωp0 [where, from Eq. (9.15), ∆ω0 =

4ln2/τp0] for the spectral broadening, and ξ = z/LD, the system of differential
equations can be written as

d
dξ
α =

4ln2
α

√
α2β2−1 + (4 ln2)2 β

2

α
ξ

ξ�1
→ 4ln2β

(
1 +

4ln2β
α

ξ

)
, (9.19)

d
dξ
β =

1
4α3 ξ

(
LD

LNL

)1 +
1
4

(
ξ

α

)2 ( LD

LNL

)2−
1
2
ξ�1
→

LD

LNL

1
α2 , (9.20)

with the initial conditions α(ξ = 0) = 1 and β(ξ = 0) = 1. It is interesting to note
here that the parameters of the input pulse and the fiber enter this equation only
as LD/LNL if we measure the propagation length in units of LD. This set of or-
dinary differential equations can easily be integrated numerically. The results for
LD/LNL = 1600 are depicted in Fig. 9.6.

Figure 9.6: Temporal broadening α and spectral broadening β for pulse propagation in
single-mode fibers as function of the normalized propagation length ξ = z/LD for LD/LNL =

1600 (left) and asymptotic spectral broadening, β̄, versus LD/LNL (right).

For fused silica (k′′` ≈ 6× 10−26 s2/m, n̄2 ≈ 3.2× 10−16 cm2/W), an effective
fiber area of 10 µm2 and 500 fs input pulses at 600 nm , LD/LNL = 1600 corre-
sponds to a peak power of 12 kW where LD ≈ 4.2 m and LNL ≈ 2.6 mm. The
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figure illustrates the properties discussed previously, in particular the “saturation”
of the spectral broadening and the linear behavior of the temporal broadening for
large propagation length. In our example the spectral broadening reaches a value
of about 20, which sets a limit to the compression factor.

For the purpose of pulse compression, a large spectral broadening is desirable.
Figure 9.6 suggests that very long fibers are not essential, since most of the spectral
broadening occurs within a finite length LF (which, however, is still larger than
LNL). To obtain an approximate relationship between the maximum spectral broa-
dening β̄ and the fiber length LF at which a certain percentage m of β̄ is achieved,
one can proceed as follows. Equations (9.19) and (9.20) are solved asymptotically
in a perturbative approach. Substituting β = β̄ into Eq. (9.19) gives as solution for
the temporal broadening α = 2(

√
5 + 1) ln2β̄ξ. This solution can be inserted into

Eq. (9.20), which yields after integration from ξF to∞:

β̄−β(ξF) ≈
LD

LNL

1
20β̄

1
ξF
. (9.21)

If we chose ξF = LF/LD so that at this length m% of the maximum spectral broa-
dening occurs, we obtain:

β̄3LF

LNL

L2
D

 ≈ 1
20(1−m/100)

. (9.22)

The numerical evaluation of Eqs. (9.19) and (9.20) shown in Fig. 9.6 revealed that
β̄ varies as:

Kc ≈ β̄ ≈ 0.5

√
LD

LNL
. (9.23)

β̄ is also a rough measure of the compression that can be achieved. To satisfy rela-
tion (9.22), the fiber length at which a certain spectral broadening can be expected
must be proportional to:

LF ∝
√

LDLNL. (9.24)

In our example, the propagation length at which 95% of the maximum broadening
occurs is LF ≈ 2.9

√
LDLNL ≈ 0.1z/LD ≈ 43 cm, which is in good agreement with

Fig. 9.6.
Using the inverse scattering technique [14], Meinel found an approximate ana-

lytical solution for the pulse after a long propagation length L [15]:

Ẽ(t) =

{
Emeia(t/τp)2

|t| ≤ τp/2
0 |t| > τp/2

(9.25)
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where

a ≈ 0.7
τp

τp0

√
LD

LNL
(9.26)

and
τp ≈ 2.9

L
√

LDLNL
τp0. (9.27)

A linear element must be found for optimum pulse compression. For this particu-
lar pulse, in order to produce a chirp-free output, the b2 parameter of a quadratic
compressor should be chosen as [16]:

b2 ≈
τ2

p

4a(1 + 22.5/τ2
p)
. (9.28)

For the actual analysis of the compression step one can favorably use the Poisson
integral Eq. (1.119) to calculate the pulse behind the linear element and to deter-
mine its duration. The compression factor is found to be [15]:

Kc ≈ 0.5

√
LD

LNL
. (9.29)

As mentioned previously the requirements for producing chirp-free output pul-
ses of the shortest achievable duration and best quality cannot be satisfied simulta-
neously. Tomlinson et al. [13] solved the nonlinear Schrödinger equation numeri-
cally and varied b2 in the compression step to obtain pulses with the highest peak
intensity. They found this to be a reasonable compromise between pulse duration
and pulse quality (small satellites). Figure 9.7 shows this optimum compression
factor as a function of the fiber length for various values of

√
LD/LNL. Depending

on the parameters of the input pulse, there is an optimum fiber length at which
pulse compression is most effective. Numerical simulations lead to an estimate for
this optimum length:

Lopt ≈ 1.4
√

LDLNL. (9.30)

It was found that the corresponding compression factor, using such a fiber length,
can be approximated by:

Kc ≈ 0.37

√
LD

LNL
. (9.31)

Figure 9.8(a) shows a typical experimental setup for pulse compression. The in-
put pulse is focused by a microscope objective into a single-mode optical fiber of
suitable length. After recollimation, the chirped and temporally broadened pulse is
sent through the linear element which, typically, is a grating or prism pair or a se-
quence of them. To achieve a substantial compression factor input pulses of certain
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Figure 9.7: Optimum compression factor as a function of the fiber length. Notation:
A ≈ 0.6

√
LD/LNL, z0 = 0.5LD (adapted from [13]).

power are necessary, as shown in Figs. 9.7 and 9.6. For compression of fs pulses,
peak powers in the kW range are needed. Therefore, to apply the fiber compressor,
pulses from most fs oscillators must be amplified first. For ps pulses LD/LNL takes
on large values for peak powers even below 1 kW. It has been therefore possible to
compress pulses from a cw Nd:Yag laser (Pm ≈ 100 W) from 100 ps to 2 ps [17].
The fiber length used in this experiment was 2 km. Starting with 100 kW pulses of
65 fs duration Fujimoto et al. [18] succeeded in generating 16 fs pulses where the
fiber length was only 8 mm.

Fork et al. [19] obtained 6 fs pulses with 65 fs, 300 kW pulses at the input of
a 9 mm long fiber. At a wavelength of 620 nm this pulse duration corresponds to
only three optical cycles. A corresponding interferometric autocorrelation function
is shown in Fig. 9.8(b). As mentioned earlier, the broader the pulse spectrum to
be handled, the more important it becomes to match the third-order dispersion of
the linear element. Therefore, in this experiment, the authors used a combination
of a grating and a prism pair for the independent adjustment of group velocity
dispersion and third-order dispersion.

A practical limit for the achievable compression factor and pulse duration is
of course given by the maximum power that can be propagated through the fiber
without causing damage. However, before this limit is reached, other nonlinear and
linear effects have to be considered. These include third-order material dispersion,
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Figure 9.8: Sketch of a fiber-grating compressor (a) and interferometric autocorrelation
of a compressed 6 fs pulse (b). For the compression a sequence of prism and gratings was
used as linear element (from [19]).

Raman processes, the |Ẽ|4 dependence of the refractive index, and the effect of a
shock term in the wave equation. A detailed discussion can be found, for example,
in Refs. [1, 20, 21].

The limitation on the fs pulse energy that can be handled by single mode fibers
can be overcome by hollow fibers as demonstrated by Nisoli et al. [22]. Hollow
cylindrical fibers were made from fused silica with bore diameters of the order of
2a ≈ 100 µm, filled with a noble gas. This provides the additional advantage of
controlling the (n2) nonlinearity by adjustment of the gas pressure. The EH11 hy-
brid mode with an intensity profile I(r) ∝ J2

0(2.4r/a), where J0 being the Bessel
function of order zero, is the lowest order mode that can be supported by these fu-
sed silica hollow fibers. The dispersion includes a contribution from the waveguide
and from the gas. Pulses as short as 5 fs with an energy of 70 µJ were obtained
using Ar-filled hollow fibers (pressure of 3.3 bar) [23]. A prism sequence and a
chirped mirror were used to compress the spectrally broadband pulse at the fiber
output.

A modification of this technique is to operate in conditions of intensity and
pulse duration such that self-waveguiding or filamentation of the pulse takes place
in the gaseous nonlinear medium, hence eliminating the need for a capillary. This
technique was successfully implemented by Hauri et al. [24], using 43 fs, 0.84 mJ
pulses at 800 nm, sent successively through gas cells at pressures of 840 mbar and
700 mbar of argon. Pairs of chirped mirrors were used after each cell, resulting in
an output pulse of 5.7 fs duration, 0.38 mJ at a repetition rate of 1 kHz. With the
“carrier to envelope offset” (CEO) introduced in Section 6.1.3 locked, the output
pulses had also their CEO locked.



9.1. PULSE COMPRESSION 475

Soliton compression in the anomalous dispersion regime (k′′` < 0)

In the spectral region where the nonlinearity (n2) and dispersion (k′′` ) have op-
posite sign, the pulse propagation may have completely different properties than
have been discussed so far. Theoretical studies of the NLSE for this case [25, 26]
predicted the existence of pulses either with a constant, or with a periodically re-
producing shape. The existence of these solutions, designated as “solitons,” can be
explained simply as follows. The nonlinearity (n2 > 0) is responsible for spectral
broadening and up-chirp. Because of the anomalous dispersion, k′′` < 0, which
in fused silica single-mode fibers occurs for λ > 1.31 µm, the lower frequency
components produced in the trailing part travel faster than the long wavelength
components of the pulse leading edge. Therefore, the tendency of pulse broade-
ning owing to the exclusive action of GVD can be counterbalanced. Of course,
the exact balance of the two effects is expected only for certain pulse and fiber pa-
rameters. For a rough estimate let us require that the chirp produced in the pulse
center by the nonlinearity and the dispersion are of equal magnitude (but of op-
posite sign). Under this condition the pulse propagates through the fiber without
developing a frequency modulation and spectral broadening. Let us use this requi-
rement to estimate the parameters for form-stable pulse propagation. The effect
of GVD is to create a pulse broadening and a down-chirp, with the change of the
second derivative of the phase versus time equal to:

∆

(
∂2

∂t2ϕ(t)
)

=
4k′′`
τ4

G0

∆z (9.32)

where we have used the characteristics of Gaussian pulse propagation (cf. Ta-
ble 1.4). The chirp induced by self-phase modulation is [see Eq. (4.67)]:

∆

(
∂2

∂t2ϕ(t)
)

= −
2π
λ`

n̄2
∂2I
∂t2 ∆z (9.33)

Equating both relations for the chirp in the pulse center, we find as condition for
the pulse parameters:

Iomτ
2
G0 =

λ`k′′`
πn̄2

(9.34)

where Iom is the peak intensity.
The exact (analytical) solution of the nonlinear Schrödinger equation (9.11)

shows that solitons occur if the pulse amplitude at the fiber input obeys the relation

|Ẽ(s)| =
N
√

zcγ
sech(s), (9.35)
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where N is an integer and refers to the soliton order, and zc ≈ τ
2
p0/(1.76k′′` )2 =

LD/1.762. For N = 1 the pulse propagates with a constant, stable shape through
the fiber. The action of nonlinearity and GVD exactly compensate each other. The
shape of the fundamental soliton is:

Ẽ(ξ, s) =
1
√

zcγ
sech(s)e−iξ/2. (9.36)

The solution (9.36) can be verified by substitution of relation (9.36) into Eq. (9.11).
Higher-order solitons (N ≥ 2) periodically reproduce their shape after a distance
given by:

Lp = πzc/2. (9.37)

Optical solitons in fibers were observed by Mollenauer et al. [27, 28]. The po-
tential application in digital pulse-coded communication, has spurred the interest
in solitons, which offer the possibility of propagating ultrashort light pulses over
thousands of km, while preserving their duration [12].

In relation to pulse compression, it is interesting to note that an arbitrary unchi-
rped input pulse of sufficiently large energy will eventually develop into a soliton.
The soliton order N depends on the power of the input pulse. The soliton forma-
tion will always lead first to a substantial narrowing of the central pulse peak at
a certain propagation length LS . This narrowing is independent of how complex
the following behavior is, provided the amplitude of the input pulse corresponds to
N > 1. The pulse narrowing was studied experimentally and theoretically in [29];
see Fig. 9.9. It follows that pulses become shorter, the higher their input intensity
i.e., the higher the order of the soliton in which they finally develop. Narrowing
factors up to 30 were measured. A disadvantage of this method as a compression
technique is the relatively poor pulse quality, which manifests itself in broad wings
and side lobes.

Soliton narrowing has successfully been applied in connection with a fiber
grating setup in two-step compression experiments [17], [30]. By means of this
technique, Gouveia-Neto et al. [30] succeeded in compressing 90 ps pulses from
a Nd:Yag laser at λ = 1.32 µm to 33 fs. In the first stage the pulses were com-
pressed to 1.5 ps by using a fiber-grating configuration. Since normal dispersion
was required here, a fiber with a zero dispersion wavelength λD = 1.5 µm was cho-
sen. Subsequent propagation of these pulses through 20 m of single-mode fiber
with λD ≈ 1.27 µm led to a pulse width of 33 fs through soliton narrowing where
N was estimated to be 12. One drawback of fiber compressors and, in particular,
of multi-stage configurations is the relatively high loss factor. These losses are
mainly associated with the coupling of the pulses into the fiber and diffraction at
the gratings. The overall transmission in the experiment cited above was about 7%.
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Figure 9.9: Pulse narrowing through soliton shaping. (a) Calculated parameters of the
first optimum narrowing and related experimental data (◦,×). (b) Pulse shape at optimal
narrowing as a function of soliton order (from [29]).

9.1.3 Pulse compression using bulk materials

One drawback of fiber compressors is that only pulses of relatively small energy
can be handled. With fs input pulses the possible energies do not exceed several
tens of nJ. One possible solution is to spectrally broaden the pulse in the fiber
before amplification and subsequent compression as demonstrated by Damm et
al. [31] with pulses from a Nd:glass laser.

Earlier attempts to use bulk materials for the chirping of high energy ps pulses
resulted in a relatively poor pulse quality at the compressor output owing to the
nonlinear chirp behavior. As discussed before, to obtain an almost linear chirp
across the main part of the pulse, a certain ratio of LD and LNL is necessary. This
could be achieved by utilizing pulse propagation in single-mode fibers. The fiber
lengths needed become smaller with shorter durations of the input pulse and, for
fs pulses, are of the order of several millimeters. From Eq. (9.30) it can easily be
seen that Lopt ∝ τp0 if the peak intensity is kept constant. Over such propagation
distances suitably focused Gaussian beams do not change their beam diameter very
much in bulk materials provided self-focusing can be neglected. The latter limits
the possible propagation lengths to those shorter than the self-focusing length. The
latter in turn can be adjusted by choosing an appropriate spot size of the focused
beam, which sets an upper limit for the maximum pulse intensity. The maximum
compression factor that can be achieved under such conditions can be estimated to
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be:

Kc ≈ 0.3

√
n0n̄2P0

λ2
`

(9.38)

where P0 is the peak power of the input pulse (cf. [32]). Figure 9.10 shows results
of a numerical evaluation of pulse compression using bulk SQ1 fused silica, and
60 fs input pulses of various energies.

Figure 9.10: Plot of compression parameters after chirping in bulk SQ1 (fused silica)
for different pulse energies and τP0 = 60 fs as a function of the beam cross-section at the
sample input (location of the beam waist). − · −·: Compression factor, —- parameter of
the optimum quadratic compressor (a ≈ 3b2/τ

2
P0), −−− normalized optimum sample length

(LD ≈ 3cm). (From Ref. [32].)

Rolland and Corkum [33] demonstrated experimentally the compression of
high-power fs light pulses in bulk materials. Starting from 500 µJ, 92 fs pulses
from a dye amplifier, they obtained ≈ 20 fs compressed pulses at an energy of
≈100 µJ. The nonlinear sample was a 1.2 cm piece of quartz and the pulses were
focused to a beam waist of 0.7 mm.

At very high intensities a white light continuum pulse can be generated [34], as
was discussed in Section 4.6. With fs pulses, self phase modulation is expected to
contribute substantially to the continuum generation. There have been successful
experiments to compress continuum pulses produced by high-power fs pulses [35].
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9.2 Shaping through spectral filtering

On a ps and longer time scale optical pulses can be shaped directly by elements
of which the transmission is controlled externally. An example is a Pockels cell
placed between crossed polarizers and driven by an electrical pulse. The transients
of this pulse determine the time scale on which the optical pulse can be shaped.
The advantage of this technique is the possibility of producing a desired optical
transmission by synthesizing a certain electrical pulse, as demonstrated in the pi-
cosecond scale by Haner and Warren [2]. The speed limitations of electronics have
so far prevented the application of this technique to the fs scale.

A technique best suited for the shortest pulses consists of “manipulating” the
pulse spectrum in amplitude and phase. This technique was originally introdu-
ced for ps light pulses [36–38] and later successfully applied and improved for fs
optical pulses by Thurston et al. [39] and Weiner et al. [8]. The corresponding
experimental arrangement is shown in Fig. 9.11.

Figure 9.11: Spectral filtering in a dispersion-free grating-lens combination (from [8]).

The pulse to be shaped is spectrally dispersed using a grating or a pair of
prisms. The spectrum is propagated through a mask which spectrally filters the
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pulse. The spectral components are recollimated into a beam by a second grating
or pair of prisms. In the arrangement of Fig. 9.11, the two-grating–two-lens com-
bination has zero group velocity dispersion, as can be verified easily by setting
z′ = z = 0 in Eq. (2.107). Each spectral component is focused at the position of
the mask (the usual criterion for resolution applies). Since, to a good approxima-
tion, the frequency varies linearly in the focal plane of the lens, a variation of the
complex transmission across the mask causes a transfer function of the form:

H̃(Ω) = R(Ω)e−iΨ(Ω) (9.39)

where R(Ω) represents the amplitude transmission and Ψ(Ω) the phase change ex-
perienced by a spectral component at frequency Ω. These masks can be produced
by microlithographic techniques1. A pure phase filter, for example, could consist
of a transparent material of variable thickness. If we neglect the effects caused by
the finite resolution, the field at the device output is:

Ẽout(t) = F −1{Ẽout(Ω)}, (9.40)

where
Ẽout(Ω) = Ẽin(Ω)R(Ω)e−iΨ(Ω), (9.41)

and Ẽin(Ω) is the field spectrum of the input pulse. In principle, to achieve a certain
output Ẽ(t), we need to determine Ẽout by a Fourier transform and divide it by the
input spectrum Ẽin. This ratio gives the transmission function required for the
mask. The mask can be a sequence of an amplitude-only and a phase-only filter to
generate the desired R(Ω)exp[−iΨ(Ω)].

A simple slit as mask acts as spectral window. Such spectral windowing can
be used to enhance the pulse quality, in particular to reduce small satellites, in
fiber grating compressors [40]. One aligns the window so that the wings of the
spectrum, which are caused by the nonlinear chirp in the pulse edges, are blocked.
The remaining linear chirp can then be compensated by a grating pair.

Many different output fields can be realized by using different mask functions.
Of course, the shortest temporal structures that can be obtained are limited by the
finite width of the input pulse spectrum. The narrowest spectral features that can be
impressed on the spectrum are determined by the grating dispersion, mask struc-
ture, and size of the focal spot. Generally, amplitude masks introduce linear losses.
For higher overall transmission pure phase masks are advantageous. Figure 9.12
shows some examples of intensity profiles obtained through spectral filtering of 75
fs pulses from a mode-locked dye laser.

1Another option is to use pixelated liquid-crystal arrays whose complex transmission can be
controlled by applying voltages individually to each pixel.
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Figure 9.12: Cross correlation measurements of intensity profiles generated by spectral
filtering of 75 fs pulses. (a) Half of an originally symmetric spectrum was shifted by π
resulting in a zero area pulse. (b) Square pulse produced by an amplitude mask resembling
a sinc-function. (c) THz pulse train produced by a pure phase mask. (From [8].)

Note that the action of any linear element can be interpreted as spectral filte-
ring. If, for instance, the mirror separation d of a Fabry–Perot interferometer is
larger than the original pulse width, the output will be a sequence of pulses, sepa-
rated by 2d. As explained in the chapter on coherent processes, pulse trains with
well-defined phase relations are particularly interesting for coherent excitation in
optical spectroscopy and coherent (quantum) control of photo-induced processes
in general.

9.3 Problems

1. A self-phase modulated pulse exhibits a spectrum that shows characteristic
modulations, cf. Fig. 9.2. Assume a Gaussian pulse of duration τp and peak
intensity I0 which is propagated through a material of length L and nonlinear
refractive index coefficient n2. Explain why for large SPM the number of
peaks in the spectrum is roughly given by φmax/π. (φmax is the maximum
induced phase shift which occurs in the pulse center.)

2. Self-phase modulation of Gaussian beams is associated with self-focusing in
a bulk material with positive n2. Estimate the achievable spectral broadening
of a Gaussian pulse. Neglect dispersion and require that the beam diameter
does not reduce to less than half of its original value.

3. Design a compressor for the pulses of a synchronously pumped and cavity
dumped dye laser (τp = 5 ps, W = 5 nJ, λ` = 600 nm). A fiber made from
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fused silica (core diameter 4 µm) and a pair of gratings (grating constant
= 2000 mm−1) are to be used. Find a convenient fiber length, the required
grating separation, and estimate the achievable compression factor.

4. Find an approximate expression that describes the pulse duration at the out-
put of an n-stage compression unit. Each compression step introduces an
energy loss of p. Use the pulse parameters from the previous problem and
p = 0.5 to argue about the efficiency of such devices.

5. Compare the peak intensity of the fundamental soliton in an optical single-
mode fiber as estimated in Eq. (9.34) with the exact value from Eq. (9.35).
Explain the difference.

6. It is often desirable to generate a square shaped pulse. One can think of a
large number of methods to generate such a signal. The best solution de-
pends often on the initial condition (pulse duration available) and the desired
length of the square pulse. A square pulse can be obtained by linear and
nonlinear optical processes. The process could be nonlinear absorption (for
instance four-photon absorption), self-defocusing through a n4I4 process fol-
lowed by spatial filtering, pulse splitting-sequencing by interferometric delay
lines, or spectral filtering as described at the end of this chapter. Compare
these methods in terms of energy loss and residual modulation of the “flat”
part of the pulse. Assume you have initially a 1 mJ Gaussian pulse of 50 fs
duration and want to approximate a square pulse of (a) 40 fs duration; (b)
150 fs duration; and (c) 900 fs duration.

7. How would one generate a train of identical pulses, each being 180o out of
phase with the previous one?

8. Consider a bandwidth limited pulse of duration τp. Is it possible to generate a
temporal substructure with transients shorter than τp with spectral filtering?
Explain your answer.
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Chapter 10

Diagnostic Techniques

The femtosecond time scale is beyond the reach of standard electronic display
instruments. New methods have to be designed to freeze and time resolve events
as short as a few optical cycles. Any measurement technique introduces some
perturbation on the parameter to be measured. This problem is particularly acute
in attempting to time resolve fs signals. As we have seen in the chapter on fs optics,
reflection and transmission through most optical element will modify the signal to
be measured. In addition, most diagnostic schemes involve nonlinear elements
which may also have an influence on the amplitude and phase of the pulse to be
measured. A careful analysis of the diagnostic instrument is required to find its
exact transfer function. The inverse of this instrument transfer function should be
applied to the result of the measurement, to obtain the parameters of the signal
prior to entering the measuring device.

We will start this chapter with the description of simple, coarse methods that
provide some estimate of the pulse duration and a description of some measurement
techniques commonly used for recording pulse correlations (Sections 10.1-10.3).
Many of these techniques were developed with the emergence of ns and ps laser
technology, for a review see [1]. In the second part of this chapter, Section 10.4,
we will describe techniques that lead to a complete characterization of the pulse
amplitude and phase.

10.1 Intensity correlations

10.1.1 General properties

The temporal profile Is(t) of an optical signal can be easily determined, if a shorter
(reference) pulse of known shape Ir(t) is available. The method is to measure the

487
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intensity cross-correlation:

Ac(τ) =

∫ ∞

−∞

Is(t)Ir(t−τ)dt. (10.1)

Let us define the Fourier transforms of the intensity profiles as:

I j(Ω) =

∫ ∞

−∞

I j(t)e−iΩtdt, (10.2)

where the subscript j indicates either the reference (r) or signal (s) pulse. The
Fourier transform of Eq. (10.2) should not be confused with the spectral intensity
(proportional to |Ẽ(Ω)|2). The Fourier transform of the correlation (10.1) is Ac(Ω),
related to the Fourier transforms of the intensities by:

Ac(Ω) = Ir(Ω)I∗s(Ω). (10.3)

The shape of the signal Is(t) can be determined by first taking the Fourier trans-
form Ac(Ω) of the measured cross-correlation, and dividing by the Fourier trans-
form Ir(Ω) of the known reference pulse Ir(t). The inverse Fourier transform of
the complex conjugate of the ratio Ac(Ω)/Ir(Ω) is the temporal profile Is(t). In
presence of noise, this operation leads to large errors unless the reference function
is the (temporally) shorter of the two pulses being correlated (or the function with
the broadest spectrum). The ideal limit is of course that of the reference being a
delta-function. In the frequency domain, we are dividing by a constant. In the
time domain, the shape of the correlation Ac(τ) is identical to that of the signal
Is(t). Even in that ideal case, the intensity cross-correlation has an important li-
mitation: it does not provide any information on the phase content (frequency or
phase modulation) of the pulse being analyzed.

10.1.2 The intensity autocorrelation

In most practical situations, a reference pulse much shorter than the signal cannot
be generated. In the ideal cases where such a pulse is available, there is still a
need for a technique to determine the shape of the reference signal. It is therefore
important to consider the limit where the signal itself has to be used as reference.
The expression (10.1) with Is(t) = Ir(t) = I(t) is called an intensity autocorrela-
tion. An autocorrelation is always a symmetric function – this property can be
understood from a comparison of the overlap integral for positive and negative ar-
guments τ. According to Eq. (10.3), the Fourier transform of the autocorrelation
is a real function, consistent with a symmetric function in the time domain. As a
result, the autocorrelation provides only very little information on the pulse shape,
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since an infinity of symmetric and asymmetric pulse shapes can have very similar
autocorrelations. Nevertheless, the intensity autocorrelation is a widely used diag-
nostic technique, because it can be easily implemented, and is the first tool used to
determine whether a laser is producing short pulses rather than intensity fluctuati-
ons of a continuous background. Typical examples are given in Section 10.3. The
intensity autocorrelation is also used to quote a “pulse duration”. The most widely
used procedure is to assume a pulse shape (generally a sech2 or a Gaussian shape),
and to “determine” the pulse duration from the known ratio between the FWHM of
the autocorrelation and that of the pulse. The parameters pertaining to the various
shapes are listed in Table 10.1 in Section 10.4.

10.1.3 Intensity correlations of higher order

Let us look at an intensity correlation of higher order defined as:

An(τ) =

∫ ∞

−∞

I(t)In(t−τ)dt. (10.4)

For n> 1, the function defined by Eq. (10.4) has the same symmetry as the pulse. In
fact, for a reasonably peaked function I(t), limn→∞ In(t) ∝ δ(t), and the shape of the
correlation An(τ) approaches the pulse shape I(t). Such higher order correlations
are convenient and powerful tools to determine intensity profiles.

10.2 Interferometric correlations

10.2.1 General expression

We have analyzed in Chapter 2 the Michelson interferometer, and defined the field1

correlation measured by that instrument as:

G1(τ) = Ã+
12(τ) + c.c =

1
4

∫ ∞

−∞

Ẽ1(t)Ẽ∗2(t−τ)eiω`τdt + c.c. (10.5)

We have seen also [Eq. (2.6)] that the Fourier transform of A+
12(τ) is equal to

Ẽ∗1(Ω)Ẽ2(Ω). Hence, the Fourier transform of the autocorrelation (identical fields)
is proportional to the spectral intensity of the pulse. Therefore, a first order field au-
tocorrelation does not carry any other information than that provided by a spectro-
meter.

In a Michelson interferometer, let us add to the detector a second harmonic
generating crystal (type I) and a filter to eliminate the fundamental. Instead of the

1The field correlation is often referred to as a first order correlation.
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expression (10.5), the detected signal is a second order interferometric correlation,
proportional to the function:

G2(τ) =

∫ ∞

−∞

〈∣∣∣[E1(t−τ) + E2(t)]2
∣∣∣2〉dt (10.6)

Here 〈〉 denotes averaging over the fast oscillations of the electric field and the
integral stands for integration over the pulse envelope. A Mach-Zehnder inter-
ferometer can also be substituted for a Michelson interferometer for such a me-
asurement [2]. Replacing the fields by the usual envelope and phase functions,
E1,2 = (E1,2eiω`teiϕ1,2 + c.c.)/2 and performing the 〈〉 average yields for the correla-
tion apart from a constant factor:

G2(τ) = A(τ) = A0(τ) + Re
[
A1(τ)e−iω`τ

]
+ Re

[
A2(τ)e−2iω`τ

]
, (10.7)

where

A0(τ) =

∫ ∞

−∞

[
E4

1(t−τ) +E4
2(t) + 4E2

1(t−τ)E2
2(t)

]
dt (10.8)

A1(τ) = 4
∫ ∞

−∞

E1(t−τ)E2(t)
[
E2

1(t−τ) +E2
2(t)

]
ei[ϕ1(t−τ)−ϕ2(t)] dt (10.9)

A2(τ) = 2
∫ ∞

−∞

E2
1(t−τ)E2

2(t)e2i[ϕ1(t−τ)−ϕ2(t)] dt. (10.10)

The purpose of the decomposition (10.7) is to show that the correlation has
three frequency components2 centered respectively around zero frequency, around
ω` and 2ω`. Most often, the detection system of the correlator will act as a low
pass filter, eliminating all but the first term of the expansion. The interferome-
tric correlation reduces then to A0(τ) – the sum of a background term and the
(background-free) intensity correlation [labelled Ac(τ) in Eq. (10.1)]. The terms
A0, A1 and A2 of the expansion (10.7) can be extracted from a measurement by
taking the Fourier transform of the data, identifying the cluster of data near the
three characteristic frequencies, and recovering them by successive inverse Fou-
rier transforms. Fast data acquisition and processing can also perform this task in
real-time when working with fs oscillators [3]. The components A1 and A2 contain
phase terms [ϕ1(t−τ)−ϕ2(t)], and thus carry information about pulse chirp.

Similarly the third-order interferometric correlation

G3(τ) = B(τ) =

∫ 〈∣∣∣[E1(t−τ) + E2(t)]3
∣∣∣2〉dt (10.11)

2Here “frequency” refers to the variation of the function G2(τ) as a function of its argument τ. The
latter argument τ is the delay parameter which is continuously tuned in the correlation measurement.



10.2. INTERFEROMETRIC CORRELATIONS 491

has four frequency components. In terms of pulse envelopes and phases it can be
written as

B(τ) = B0(τ) + Re
[
B1(τ)e−iω`τ

]
+ Re

[
B2(τ)e−2iω`τ

]
+ Re

[
B3(τ)e−3iω`τ

]
, (10.12)

where

B0(τ) =

∫ {
E6

1(t−τ) +E6
2(t) + 9E2

1(t−τ)E2
2(t)

[
E2

1(t−τ) +E2
2(t)

]}
dt

(10.13)

B1(τ) = 6
∫ [
E4

1(t−τ) +E4
2(t) + 3E2

1(t−τ)E2
2(t)

]
×

×E1(t−τ)E2(t) ei[ϕ1(t−τ)−ϕ2(t)] dt (10.14)

B2(τ) = 6
∫ [
E2

1(t−τ) +E2
2(t)

]
E2

1(t−τ)E2
2(t) e2i[ϕ1(t−τ)−ϕ2(t)] dt (10.15)

B3(τ) = 2
∫
E3

1(t−τ)E3
2(t) e3i[ϕ1(t−τ)−ϕ2(t)] dt. (10.16)

Again we have omitted a constant factor. The zero frequency component of this in-
terferometric correlation, B0(τ), corresponds to the third-order intensity correlation
with background.

10.2.2 Interferometric autocorrelation

General properties

Let us consider in more detail the particular case of the expressions for the cross-
correlation (10.6) through (10.10) where the two fields E1 = E2 = E. At τ = 0, the
peak value of the function A(τ= 0) = 16

∫
E4(t)dt. For large delays compared to the

pulse duration, cross products containing terms with E(t− τ)E(t) vanish, leaving
a background of A(τ = ∞) = 2

∫
E4(t)dt. The peak to background ratio for the

interferometric autocorrelation is thus 8 to 1. The “d.c.” term of the interferometric
autocorrelation, A0(τ), — which is in fact an intensity autocorrelation — has a peak
to background of 3 to 1. The measurement leading to A0(τ) is generally referred
to as the intensity autocorrelation with background, as opposed to the background
free autocorrelation leading to the expression Ac(τ) (10.1).

The fourth term of the expansion of Eq. (10.7) can be regarded as a correla-
tion of the second harmonic fields. In the absence of phase modulation — i.e., for
bandwidth limited pulses — this function is identical to the intensity autocorrela-
tion. This property has been exploited to determine if a pulse is phase modulated
or not [4].
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As any autocorrelation, the interferometric autocorrelation is a symmetric function.
However, as opposed to the intensity autocorrelation, it contains phase information.
The shape and phase sensitivity of the interferometric autocorrelation can be ex-
ploited to:

1. qualitatively test the absence or presence of phase modulation, and eventu-
ally determine the type of modulation,

2. quantitatively measure a linear chirp,

3. determine, in combination with the pulse spectrum and linear filtering, the
pulse shape and phase by fitting procedures (see Section 10.4).

Linearly chirped pulses

The sensitivity of the interferometric autocorrelation to chirp is well illustrated
by the experimental recordings made with the beam from a Ti:sapphire laser in
Ref. [5]. The lower and upper envelopes of the interference pattern split evenly
from the background level in Fig. 10.1 pertaining to an unchirped 45 fs pulse. In
the case of a phase modulated pulse as in Fig. 10.2, the interference pattern is much
narrower than the pulse intensity autocorrelation. The wings of the interferometric
autocorrelation are identical to those of the intensity autocorrelation. The level
at which the interference pattern starts relative to the peak (2.8/8 in the case of
Fig. 10.2) is a measure of the chirp, as explained below.

A simple tabulation of the chirp can be made by considering a linearly chi-
rped Gaussian pulse (E(t) = exp

[
−(1 + ia)(t/τG)2

]
), for which the interferometric

autocorrelation can be determined analytically:

G2(τ) =

1 + 2exp

−(
τ

τG

)2+ 4exp

−a2 + 3
4

(
τ

τG

)2cos

a
2

(
τ

τG

)2
×cos(ω`τ) + exp

−(1 + a2)
(
τ

τG

)2cos2ω`τ

 (10.17)

A graphical representation of the upper and lower envelopes as a function of the
chirp parameter a is shown in Fig. 10.3. Comparison of Figs. 10.2 and 10.3 in-
dicate a chirp parameter of roughly a = 20 for the experimental pulse. This is of
course only an approximation, but it gives a good estimate of the magnitude of the
frequency modulation near the pulse center.
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Figure 10.1: Intensity (with background) (a) and interferometric (b) autocorrelation tra-
ces of a mode-locked Ti:sapphire laser pulse after extracavity pulse compression. Note the
peak to background ratios of 3/1 and 8/1 for the intensity and interferometric autocorrela-
tions, respectively (from [5]).

Figure 10.2: Intensity (a) and interferometric (b) autocorrelation traces of a mode-locked
phase modulated Ti:sapphire laser pulse (from [5]).

Averaging over the pulse train

Most often, measurements are an average over a pulse train. It has been demonstra-
ted by Van Stryland [6] that the intensity autocorrelation of pulses with a statistical
distribution of pulse durations is shaped like a double sided exponential. This is
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precisely the shape of the autocorrelation of a single sided exponential pulse. The
autocorrelation of the output of synchronously pumped lasers have typically such
a double sided exponential shape. It would be incorrect to conclude that the pulses
generated by these lasers have a single sided exponential shape. Theoretical simu-
lations [7, 8] have indeed confirmed that fluctuations of the pulse duration along
the train are at the origin of the observed autocorrelation.

A similar ambiguity exists in the case of the interferometric autocorrelation of
a train of pulses. The measurement can be either interpreted as the interferometric
autocorrelation of identical chirped pulses, or as the average of interferometric
autocorrelations of bandwidth limited pulses of different frequencies. To illustrate
this point, let us consider unchirped Gaussian pulses with a Gaussian distribution
of frequencies F(∆Ω) centered at ω` (Ω = ω` +∆Ω):

F(∆Ω) =
τG

b
√
π

e−(∆Ω τG/b)2
. (10.18)

The total autocorrelation (averaged over many pulses at each delay) is the statistical

Figure 10.3: Interferometric autocorrelations of Gaussian pulses Ẽ(t) = exp{−(1 +

ia)(t/τG)2} for various values of the linear chirp parameter a. The upper and lower en-
velopes of the autocorrelations are plotted for 3 values of the chirp parameter a. The upper
and lower envelopes merge with the intensity autocorrelation. The table on the right shows
the position (delay and value) of the maxima of the lower envelope (l.e.) of the interfero-
metric autocorrelation as a function of chirp parameter a.
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average of the autocorrelations at each frequency Ω:

G2(τ) =

∫ ∞

−∞

1 + 2exp

−(
τ

τG

)2+ 4exp

−3
4

(
τ

τG

)2cosΩτ

+ exp

−(
τ

τG

)2cos2Ωτ

F(∆Ω)dΩ. (10.19)

The integration over frequency can easily be performed. For small chirps, we
can make the approximation in Eq. (10.17) that cos[ a

2 ( τ
τG

)2] ≈ 1. The equation
obtained after substitution of (10.18) into Eq. (10.19) and subsequent integration
is undistinguishable from Eq. (10.17) for b = a. Therefore, it is important to verify
that the pulse train is constituted of identical pulses, in amplitude (energy), dura-
tion and frequency. It is relatively easy to check whether the pulses have constant
energy and duration by displaying simultaneously the fundamental and the second
harmonic of the pulse train. If both show no fluctuation, it can be said with reaso-
nable certainty that the intensity autocorrelation represents pulses having the same
energy and duration. It can be verified that there are no pulse to pulse variation
in frequency by displaying the pulse train on an oscilloscope, after transmission
through a spectrometer or reflection off a thin (� 100 µm) etalon.

10.3 Measurement techniques

10.3.1 Nonlinear optical processes for measuring
fs pulse correlations

In ultrafast optics, second harmonic generation is the most widely used technique
for recording second order correlations. Because it is a nonresonant process of
electronic origin, the nonlinearity is fast enough to measure pulses down to 10−14s
duration. While applicable through the IR and visible spectrum, the method is
limited at short wavelength (λ < 380 nm) by the UV absorption edge of optical
crystals. Techniques that have been used successfully for shorter wavelengths in-
clude multi-photon ionization [9] surface second harmonic generation [10], and
two-photon luminescence [11]. Third order processes such as the optical Kerr ef-
fect have also been applied to the diagnostic of fs UV pulses [12–14]. These third-
order correlations, as discussed in Section 10.1.3, have the additional advantage
of being sensitive to pulse asymmetry. Photodetectors excited by a multi-photon
absorption [15–18] are also convenient tools for correlation measurements as they
produce a signal (current) that can be processed directly unlike most other nonli-
near optical techniques.
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10.3.2 Recurrent signals

It is assumed here that we have an ensemble of identical fs pulses, so that the
correlations can be constructed from a large number of measurements taken for
different delay parameters τ.

An example of a simple second order correlator is sketched in Fig. 10.4(a). The
beams to be correlated are cross-polarized, and combined with a polarizing beam
splitter. An optical delay is used to adjust the delay of the reference signal Ir(t−τ).
The cross-polarized beams are sent orthogonally polarized into a nonlinear crystal
phase matched for type II second harmonic generation. If the conditions outlined
below are satisfied, the second harmonic signal is proportional to the function Ac(τ)
defined in Eq. (10.1). This measurement — or function — is generally referred
to as the “background-free” correlation, as opposed to the correlation with back-
ground. The latter is obtained by frequency-doubling the output of a Michelson
interferometer (parallel polarization) in a crystal phase matched for type I second
harmonic generation. An alternate technique to generate Ac(τ) is to use beams with
parallel polarization intersecting in a nonlinear crystal. The “background free” sig-
nal is the second harmonic generated with wave vector k2 along the bisector of
the two wave vectors ks and kr. The crystal orientation has to satisfy the phase
matching condition k2 = ks + kr.

With either background-free techniques, the second harmonic field is proporti-
onal to the product of the fundamental fields:

ES HG(Ω) = η(Ω)Es(Ω)Er(Ω), (10.20)

or, for the spectral intensities:

IS HG(Ω) =
2µ0c

n
|η(Ω)|2Is(Ω)Ir(Ω). (10.21)

In order for the instrument sketched in Fig. 10.4 to measure the true cross or auto-
correlation, it is essential that the second harmonic conversion efficiency η(Ω) be a
constant over the frequency range of the combined pulses. Another way to express
the same condition is to state that the effective crystal length should be shorter
than the coherence length of harmonic generation over the pulse bandwidth (cf.
Chapter 3). The “effective length” can be either the physical crystal thickness, the
Rayleigh range ρ0 of the focused fundamental beams, or the overlapping region
of the fundamental pulses in a noncolinear geometry. The shorter the crystal, the
broader the bandwidth over which phase matched harmonic conversion is obtained,
but the lower the conversion efficiency. There is clearly a compromise to be reached
between bandwidth and sensitivity. In Eq. (10.21), the bandwidth efficiency factor
η(Ω) includes only the frequency dependence of the phase matching condition, and



10.3. MEASUREMENT TECHNIQUES 497

Figure 10.4: (a) Basic intensity cross-correlator, using second harmonic type II detection.
A polarizing beam-splitter cube combines the beams to be correlated. The second harmo-
nic signal generated by the crystal is proportional to the product of the fundamental inten-
sities along the two orthogonal directions of polarization. The sketch on the right side, (b),
shows a simple autocorrelator using the same type of detection. The same “recombining”
polarizing beamsplitter cube can be used to split the beams into the two arms of the inter-
ferometer. Two quarter wave plates are used to rotate the polarization of the beam reflected
by the mirrors of the two delay arms by 90o.

not a finite response time for the harmonic generation process. It is assumed here
that the response time of the second harmonic process is much shorter than the
pulses to be measured, which is a reasonable assumption since the second order
nonlinearity of wide bandgap crystals is a nonresonant electronic process.

Provided the pulses can be approximated by a Gaussian, a simple test can be
performed to determine whether the proper focusing and crystal thickness has been
chosen. In the case of the autocorrelation [Fig. 10.4(b)], a standard spectrometer (a
25 cm spectrometer is generally sufficient) is used to record the spectral intensities
of the fundamental and second harmonic [2]. In case of perfect phase matchingg
and zero dispersion, and for a conversion efficiency independent of frequency, the
ratio of second harmonic to the square of the fundamental spectral intensity will
be a constant in the case of Gaussian pulses, according to Eq. (4.27). The spectrum
of the second harmonic will be narrower than the squared fundamental spectrum if
the effective crystal length is too long. As a consequence of the second harmonic
conversion efficiency being frequency dependent, the measured correlation width
will be longer than the exact correlation length.
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The background-free autocorrelation function Ac [Eq. (10.1)] for a fluctua-
ting cw signal consists of a symmetric “bump” riding on an infinite background
(Fig 10.5). The width of the bump is a measure of the temporal width of the fluctu-
ations, and the contrast ratio (peak-to-background ratio of Ac) is a measure of the
modulation depth. A 100% modulation depth results in a peak-to-background ratio
of 2 to 1 [19]. Any “background free” signal of finite duration results in a function
Ac of finite width [Fig 10.5(c)]. If that signal has some fine structure (amplitude
modulation), a narrow spike will appear in the middle of the correlation function
[Fig 10.5(d)]. This is the coherence spike, typical of a signal consisting of a burst
of amplitude noise [20]. These considerations do not apply to the phase content or
phase coherence of the pulse: the intensity correlations are the same whether the
pulse is at a fixed carrier frequency, or has a random or deterministic frequency
modulation.

Figure 10.5: Some typical waveforms (intensity versus time) (top) and corresponding
intensity autocorrelation Ac(τ) (bottom). From left to right: (a) continuous signal with 100
% amplitude modulation; (b) noisy cw signal; (c) pulse; and (d) noisy pulse.

10.3.3 Single shot measurements

Not all lasers provide a train of identical pulses and/or work at high repetition rate.
Pulse to pulse fluctuation can be particularly severe in oscillator-amplifier systems.
Single shot autocorrelators are therefore highly desirable. We will discuss in this
section the simplest single shot autocorrelators. More sophisticated instruments for
single shot amplitude and phase retrieval will be described in Section 10.4.
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Intensity autocorrelators

One of the first intensity autocorrelators for mode-locked lasers was a single shot
instrument [21]. The beam to be measured is split in two beams, which are the-
reafter sent with opposite propagation vector into a nonlinear medium. The first
autocorrelator was based on two photon excitation rather than second harmonic
generation: the medium (for instance a dye solution) was selected for its large two
photon absorption and subsequent fluorescence. Because of the larger optical field
in the region where the two counterpropagating pulses collide, the observed pattern
of two-photon fluorescence essentially displays the intensity autocorrelation (with
background). Because of the higher conversion efficiency of SHG, two-photon
fluorescence is not widely used in the fs time scale, except in the UV, where no
transparent nonlinear crystals can be found. To circumvent the difficulty of spati-
ally resolving the µm size of the two-photon fluorescence trace, the beams are made
to intersect at a small angle, thereby magnifying the fluorescence trace [11, 22].

Figure 10.6: (a) Basic principle of the single shot autocorrelator of Jansky et al [23]. The
nonlinear crystal is oriented for phase matched type I SHG for two beams intersecting at
an angle 2Φ. Arrows indicate the propagation direction of the fundamental and the second
harmonic (z direction). (b) Typical recording for a 250 fs pulse. Temporal calibration is
made by recording the shift of the trace resulting from insertion of a 0.36 mm glass plate
in either arm of the autocorrelator (from [24]).

Single shot autocorrelators using SHG have also been designed. In an arran-
gement developed for ps pulses by Jansky et al. [23] and Gyuzalian et al. [25],
the autocorrelation in time is transformed into a spatial intensity distribution. This
method has been applied by numerous investigators to the fs scale [24,26,27]. The
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instrument is a typical non-colinear second harmonic autocorrelator. The nonli-
near crystal is oriented for phase matched type I SHG for two beams intersecting
at an angle 2Φ [Fig. 10.6(a)]. Provided the beam waist in the overlap region w0 is
much larger than the pulse length 3gτp, the intensity distribution across the second
harmonic beam corresponds to the intensity autocorrelation function. Cylindrical
focusing, and a linear array detector can be used to capture the intensity profile of
the autocorrelation. A typical measurement is shown in Fig. 10.6(b). The width of
the autocorrelation function ∆τa is proportional to the diameter ∆w of the second
harmonic beam:

∆w =
∆τa3g

sinΦ
. (10.22)

Let us consider the projection of the two intersecting beams on axis z (along the
direction of propagation) and x (the orthogonal direction). The components of the
pulse envelope are co-propagating along the z direction, counterpropagating along
the x axis. For a pulse with a temporal profile Ẽ(t), the component of the two enve-
lopes propagating along the x direction are Ẽx = Ẽ(t− x/Lx) and Ẽ−x = Ẽ(t + x/Lx)
with Lx = 3g/sinΦ. The second harmonic intensity along the x direction is pro-
portional to the product ẼxẼ−x [23]. If we consider for instance a linearly chirped
Gaussian pulse, the second harmonic just behind the crystal is also a Gaussian:

ẼS HG(t) ∝ exp
−2

 t2

τ2
G

+
x2 sin2 Φ

32gτ
2
G

(1 + i
a
2

) . (10.23)

The spatial dependence of the SH intensity is indeed an intensity autocorrelation,
expanded transversely by the factor 1/sinΦ. As noted by Jansky et al. [23] and
further investigated by Danielius et al. [28], the spatial phase dependence of the se-
cond harmonic field indicates that the wavefront is no longer a plane wave, but has a
(cylindrical) curvature proportional to the chirp parameter a. Referring to Gaussian
beam propagation Eq. (??), the curvature is approximately R = k`32Gτ

2
G/(2asin2 Φ).

An analysis of the beam propagation after the crystal can be made by spatial
Fourier transforms, starting with the wave equation in the retarded frame Eq. (1.189):

∂

∂z
ẼS HG = −

i
2k`

∂2

∂x2 ẼS HG. (10.24)

Taking the Fourier transform along the transverse spatial coordinate x and integra-
ting along the propagation direction z:

ẼS HG(kx,z, t) = ẼS HG(kx,z = 0, t)e
i

2k`
k2

xz
. (10.25)

Taking the inverse Fourier transform leads to the field distribution after a propaga-
tion distance z:

ẼS HG(x,z, t) =

∫ ∞

−∞

ẼS HG(kx,z = 0, t)e−ikx xe
i

2k`
k2

xzdkx. (10.26)
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Assuming that the overlapping region is short enough to produce an undistorted
second harmonic, as discussed in Chapter3, the second harmonic field at the end of
the crystal is:

ẼS HG(x,z = 0, t) = ηẼ

(
t−

x
Lx

)
Ẽ

(
t +

x
Lx

)
, (10.27)

where η is the proportionality factor of Eq. (10.20) assumed to be constant over
the frequency range of interest. Taking the Fourier transform gives us the function
ẼS HG(kx,z = 0, t) to be inserted in Eq. (10.26):

ẼS HG(kx,z = 0, t) =

∫
ηeikx xẼ

(
t−

x
Lx

)
Ẽ

(
t +

x
Lx

)
dx. (10.28)

The spatial distribution given by Eq. (10.26) focuses after a distance zF for which
the phase factor (i/2k`)k2

xzF compensates the phase factor due to chirp in Eq. (10.23).
It is possible to reconstruct the chirp by matching the intensity distributions mea-
sured at z = 0 and z = zF to the distributions calculated with help of Eqs. (10.24)
through (10.28).

Figure 10.7: Sketch of the single shot interferometric autocorrelator using prisms (or
wedged windows) to transfer the delay to the transverse coordinate of the beam, and typical
recording of a 250 fs UV pulse. To record fs pulses, the angle of the prisms should not
exceed a few degrees. The fringe spacing is adjusted by the tilt of a mirror in one arm of
the autocorrelator (from [22]).



502 CHAPTER 10. DIAGNOSTIC TECHNIQUES

Interferometric autocorrelator

By recording the spatial profile of the second harmonic with interferometric accu-
racy, Salin et al. [29] showed that it was actually possible to record an interferome-
tric autocorrelation. Because of diffraction effects, as explained earlier, the method
is difficult to implement, and usually does not provide a recording with an 8 to 1
peak to background contrast. Simpler methods are available, making use of the
tilt in energy front introduced by a dispersive element. We have seen in Chapter 2
that the energy front is tilted with respect to the wavefront by a prism (or any ot-
her element introducing angular dispersion). As shown by Szabo et al [30], this
property can be exploited to provide a variable delay along a transverse coordi-
nate of the beam. A glass wedge is inserted in one or both arm(s) of a Michelson
type autocorrelator (Fig. 10.7). As in the previous method, the spatial (transverse)
distribution of second harmonic is proportional to the pulse intensity autocorrela-
tion. Obtaining such an intensity autocorrelation, however, assumes that the beams
coming from both arms of the correlator add constructively towards the detector,
destructively towards the source. Such a condition is difficult to implement, be-
cause it requires sub-wavelength stability and accuracy in controlling either arm.
For this particular correlator, it is more convenient to introduce a small tilt of either
end mirror of the Michelson interferometer. Such a tilt produces a pattern of pa-
rallel fringes at the output. Before the frequency doubling crystal, we have thus
generated a first order correlation. The second harmonic of such a first order cor-
relation is an interferometric correlation [22]. This arrangement has the advantage
that one has complete control over the spacing of the fringes, which can be adjusted
to accommodate the spatial resolution of the array detector used in this measure-
ment. An example of an interferometric autocorrelation obtained with a fs UV
pulse is shown in Fig. 10.7. For this particular case, the nonlinearity is two-photon
fluorescence in BaF2.

10.4 Pulse amplitude and phase reconstruction

10.4.1 Introduction

Since the second order autocorrelations are symmetric, and do not provide any in-
formation about the pulse asymmetry, either an additional measurement or a new
technique is required to determine the signal shape. We will start with simple met-
hods that complement the information of the autocorrelations, and proceed with
an overview of various methods that have been introduced to provide amplitude
and phase information on fs signals. The ideal diagnostic instrument is obviously
one that would give a real time display of all pulse parameters. Because of the
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ambiguity associated with an average over a large number of pulses, a single shot
method is also desirable. The challenge in fs pulse characterization is that a tempo-

Figure 10.8: Applying a transfer function (b) to magnify the object (a) to be observed.
The original object can be reconstructed by applying the inverse transfer function to the
observed figure (c).

ral resolution is needed that is faster than the pulse itself. The solution, as sketched
in Fig. 10.8, is to apply a transfer function to “expand” the signal. From the kno-
wledge of the transfer function and the “expanded” signal the shape of the original
object is recovered.

As introduced in Chapter 1 a light pulse in the time domain is characterized by
its electric field

E(t) =
1
2
E(t)eiϕ0eiϕ(t)eiω`t + c.c. (10.29)

In this section we are concerned with the retrieval of the pulse envelope E(t) and
the time-dependent phase ϕ(t) only. The measurement and control of the absolute
phase ϕ0 are described in Chapter 14.

More than 30 years ago Treacy measured a “sonogram” of ps pulses [31]. It
took more than a decade before its importance for the full-field characterization
of fs pulses was recognized [32]. Phase and amplitude of a pulse stretched in
an optical fiber was measured using a cross correlation with a short sample pulse
(compressed output pulse) [33] using an interferometric technique.

Early on methods based on interferometric autocorrelations and the pulse spectrum
were developed to retrieve the complex field [2, 4, 34]. Efforts to use the pulse
spectrum in conjunction with some kind of (nonlinear) correlation have been pur-
sued [35–37].

With the development of more reliable and powerful fs lasers in the 90’s a va-
riety of other pulse characterization schemes have been discussed and demonstra-
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ted [38–46]. While some rely on matching the measurements with a complex pulse
amplitude iteratively, others permit a direct reconstruction. In the past decade, two
techniques have emerged as most successful and versatile for a variety of different
application scenarios - frequency-resolved optical gating (FROG) [14] and spectral
phase interferometry for direct electric field reconstruction (SPIDER) [47].

In the next section we will discuss the general requirements on an experi-
mental apparatus to retrieve amplitude and phase of ultrashort light pulses. In
Section 10.4.3 we will review techniques based on the measurement of pulse cor-
relations and spectrum with subsequent fitting. FROG and SPIDER will be intro-
duced in Sections 10.4.4 and 10.4.5, respectively.

10.4.2 Methods for full-field characterization of ultrashort light pul-
ses

Walmsley et al. [48, 49] used an elegant approach to discuss the general require-
ments on measurement techniques that permit the retrieval of both amplitude and
phase of short light pulses. A necessary and sufficient condition is that the in-
strument contains at least one time-nonstationary and one time-stationary element.
Four interferometric and four non-interferometric [49] schemes that consist of a
minimal number of filters exist that satisfy these requirements. The detector is
assumed to be time-integrating, that is, it has “zero” bandwidth.

Time-stationary filters whose output do not depend on the arrival time of the
pulse act on the pulse field according to

Eout(t) =

∫
S (t− t′)Ein(t′)dt′. (10.30)

Examples are passive devices such as mirrors, gratings, spectrometers, and disper-
sive delay lines. Time-nonstationary (or frequency stationary) filters produce an
output that does not change with arbitrary spectral shifts of the input

Eout(Ω) =

∫
N(Ω−Ω′)Ein(Ω′)dΩ′. (10.31)

Examples are shutters, which may be controlled externally or by the light pulse
itself.

Each of the two filter classes can be further divided into phase-only (P) and
amplitude-only (A) filters. Examples of corresponding filter functions are:

NA(t, τ) = e−Γ2(t−τ)2
(10.32)

NP(t,a) = eiat2 (10.33)

S A(Ω,ωc) = e−(Ω−ωc)2/γ2
(10.34)

S P(Ω,b) = e−ibΩ2
, (10.35)
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which represent a time gate, a phase modulator, a spectral filter, and a dispersive
delay line, respectively.

In Chapter 1 we have introduced the Wigner functionW as a convenient tool
to completely characterize the field of an ultrashort pulse. It is related to the non-
stationary two-time correlation function

C(t, t′) =
〈
Ein(t)E∗in(t′)

〉
by

W(Ω, t) =

∫
dt′C (t + s/2, t− s/2)eiΩs. (10.36)

Note, that the correlation function C is what one could theoretically measure with
a quadratic detector after a suitable set of filters. Any apparatus for complete pulse
characterization must produce a function of two independent variables to carry
the information about the pulse contained in C(t, t′) or W(Ω, t). The required two
independently adjustable parameters have to be provided by the set of filters used.
The detector then produces an output signal

D(pi) =

∫
dΩ

∫
dtW(Ω, t)F(Ω, t, pi). (10.37)

Here F is a window function determined by the filter parameters pi (type and
sequence) of the instrument. If the window function of the apparatus is known
the Wigner function (and from that the pulse parameters) can be retrieved from
the measurement D. If the apparatus consists of only time-stationary (frequency-
stationary filters) the window function becomes independent of time (frequency).
The measured signal in these cases is the overlap of one of the marginals of the
Wigner function, cf. Eqs. (1.49) and (1.50), and therefore contains no phase infor-
mation. A necessary requirement for full-field reconstruction is thus the presence
of at least one of either filters.

The general layout of a non-interferometric and an interferometric system is
sketched in Fig. 10.9 (a) and (b) consisting of a minimum set of filters. Because
the detector responds only to intensities (square in the field) only amplitude filters
are meaningful elements just preceding the detector. A non-interferometric sy-
stem consists of filters in sequence. In an interferometric device the pulse is split,
each replica filtered separately before the combined and filtered output is detected.
While FROG belongs to the first group of techniques, SPIDER is an example of an
interferometric technique.

10.4.3 Retrieval from correlation and spectrum

While being always symmetric, the shape of an intensity and interferometric au-
tocorrelation is (somewhat) sensitive to the pulse shape. It is conceivable that the
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Figure 10.9: (a) Noninterferometric and (b) interferometric techniques for the measure-
ment of amplitude and phase of short light pulses. Four possible combinations of filters
(labelled by their transfer functions) are shown for each concept. Adapted from [47, 49].

pulse spectrum can complement the information provided by the symmetric second
order autocorrelations, in order to determine the signal shape. As an illustration of

E2(t) |E(Ω)|2 τp∆ν Ac(τ) τac/τp G2(τ)− [1 + 3Ac(τ)]

e−t2 e−Ω2
0.441 e−τ
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2 ) 0.315 3τ(chτ−shτ)

sh3
τ

1.543 ±
3(sh2τ−2τ)

sh3
τ

[et/(t−A)+

e−t/(t+A)]−1

A = 1
4

1+1/
√

2
ch 15π

16 Ω+1/
√

2
0.306 1

ch3 8
15 τ

1.544 ±4
(ch 4

15 τ

ch 8
15 τ

)3

A = 1
2 sech 2π

4 Ω 0.278 3sh4x−8τ
4 sh3 4

3 τ
1.549 ±Q

A = 3
4

1−1/
√

2
ch 7π

16 Ω−1/
√

2
0.221 2ch4y+3

5ch3
2y

1.570 ±4ch3
y(6 ch2y−1)

5 ch3
2y

Table 10.1: Typical pulse shapes, spectra, intensity and interferometric autocorrelations.
To condense the notation, x has been substituted for 2

3τ, y for 4
7τ, ch for cosh, sh for sinh.

τac is the FWHM of the intensity autocorrelation. τp is the FWHM of the pulse intensity
given in column 1. In the last column, Q = ±4[τch2τ− 3

2 ch2xshx(2− ch2x)]/[sh32x].

this, Table 10.1 shows analytical expressions [2] for the pulse spectrum, the in-
tensity correlation, and the envelope of the interferometric correlation for various
pulse shapes. For some typical shapes of the temporal intensity profile given in
the first column, the spectral intensity (column 2) is used to compute the duration-
bandwidth product τp∆ν listed in column 3. The unit for the time t is such that
the functional dependence takes the simplest form in column 1. The inverse of
that time unit is used as unit of frequency Ω. The most often quoted parameter is
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the ratio of the FWHM τac of the intensity autocorrelation (column 4) to the pulse
duration τp, and is given in column 5. Finally, the upper and lower envelopes of
the interferometric autocorrelation G2(τ) can be reconstructed from the expressions
given in column 6.

As we have seen in the previous section, the interferometric autocorrelation
also carries information about the pulse chirp. At the same time these correlation
functions are one of the data sets that require relatively little experimental effort.
It is therefore tempting to explore the feasibility of obtaining amplitude and phase
of the optical pulse from such measurements. Indeed some of the earliest success-
ful retrievals of the complex field of fs pulses were based on the simultaneous
fitting of spectrum and interferometric autocorrelation [2, 4]. The reconstruction
was facilitated after replacing the autocorrelation by a cross-correlation of pulses
of different duration. The result of that cross-correlation approximated the longest
of the two pulses. Figure 10.10 shows an example of a Michelson interferometer
unbalanced with a phase-only filter (block of glass), and the recorded intensity and
interferometric correlation functions.

Figure 10.10: Sketch of an asymmetric correlator to record second-order correlation
functions G2 through SHG. An example of intensity (a) and interferometric (b) cross-
correlation measured with this set-up is also shown. The input was an asymmetric down-
chirped pulse, which is compressed in the arm containing a 5-cm BK7 block. Adapted
from [2].
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In most cases the problem reduces to the task of measuring the pulse spectrum
and suitable correlations and finding an amplitude and time-dependent phase that
fits the data best. Care has to be taken to guarantee a unique retrieval, that is to
avoid ambiguities hidden in the data sets (see, for example, Problem 3 at the end of
this chapter). For this reason unbalanced correlators where a linear optical element
of known transfer function is inserted into one arm of the correlator have been
implemented [34, 36].

A possible retrieval algorithm is sketched in Fig 10.11. The pulse spectrum,

Figure 10.11: Schematic diagram of the retrieval of phase and intensity from correlation
and spectrum only (PICASO) [36, 50].

S (Ω) = |E(Ω)|2, and a pulse correlation of type k or an ensemble of M correlations,
Ck,m are measured. The retrieval starts by guessing a spectral phase, ϕ(Ω), which
combined with the measured spectrum results in an initial pulse

√
S (Ω)eiϕ(Ω). This

pulse is used to calculate the correlation(s) Ck,r(τi) that are recorded in the measu-
rement. A root mean square deviation of measured and calculated correlation can
be defined by

∆k =

M∑
k=1

√√√
1
N

N∑
i=1

[
Ck,r(τi)−Ck,m(τi)

]2, (10.38)
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which serves as the figure of merit to be minimized during the search. The quality
of the retrieval and its robustness against experimental noise depends on the data
sets used for the correlation functions.

Figure 10.12: (a) - Target and retrieved pulse amplitude and phase using a third-order
correlation, which was unbalanced with an amplitude-only filter. Field noise (3% additive
and multiplicative) was considered. (b) - rms errors for different retrieval scenarios for the
pulse shown in the left part of the figure. The labels refer to the components of the corre-
lations used in the retrieval (“amp. unbal. dual B0”, for example, means that two intensity
correlations of third order where used, measured with an amplitude-unbalanced Michelson
interferometer. In one of the measurements an additional filter was placed in front of the
detector.). The labels were defined in Eqs. (10.7) and (10.12). Adapted from [37]

.

If the correlation is chosen properly, the pulse can be retrieved reliably together
with the spectrum. This is illustrated in Fig. 10.12. Part (a) shows a test pulse
and its retrieved replica using a third-order correlation, which can be based on
third-harmonic generation for example. Figure 10.12(b) depicts the rms error of
the retrieval results for different measurement scenarios, that is, different types of
correlation in addition to the spectrum.

10.4.4 Frequency-resolved optical gating (FROG)

Frequency-resolved optical gating (FROG) was introduced by Kane and Trebino in
1993 [13, 14] and since then has developed into a field of its own. Numerous ver-
sions of the original scheme have been introduced to increase accuracy, sensitivity,
versatility, and practicality. Details of these developments can be found in a book
devoted entirely to this subject [51].
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A FROG measurement records a two-dimensional trace of the form

S E(Ω, τ) =

∣∣∣∣∣∫ ∞

−∞

dt Ẽ(t)g(t−τ)e−iΩt
∣∣∣∣∣2 , (10.39)

where g is a gate function of variable delay τ and Ẽ(t) is the complex pulse ampli-
tude to be determined. The gate function is usually provided by a nonlinear optical
process. Assuming instantaneous response, g(t−τ)≈ |Ẽ′(t−τ)|2 for a Kerr nonline-
arity and g(t− τ) ≈ Ẽ′∗(t− τ) for sum-frequency generation. Ẽ′ can be the original
pulse in which case an autocorrelation is measured or a reference field for a cross-
correlation (XFROG). The Fourier transform in Eq. (10.39) is realized using an
optical spectrometer in front of the detector.

The original FROG apparatus involved a Kerr shutter and is sketched in Fig. 10.13.
The signal transmitted by the Kerr gate, the sequence polarizer — Kerr medium

Figure 10.13: Experimental arrangement for frequency resolved optical gating. The
pulse to be analyzed Ẽ(t) is gated by its delayed replica Ẽ(t−τ) in a Kerr shutter assumed
to respond instantaneously (from [13]).

— polarizer, is a pulse of electric field (complex) amplitude3:

Ẽs(t, τ) = Ẽ(t) g(t−τ), (10.40)

A CCD camera at the output of the spectrometer records the spectrogram S E(Ω, τ)
of Ẽs(t, τ). The delay τ varies parallel to the entrance slit of the spectrometer since
gate and signal pulse intersect at an angle in the Kerr medium.

The function represented by Eq. (10.39) is well known in acoustics [52] and
used to display acoustic waves. The spectrogram of a strongly chirped pulse shown
on the left side of Fig. 10.14 seems identical to the writing of many successive notes

3Apart from constants that do not affect the shape and that we will omit here.
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Figure 10.14: Spectrogram of a pulse with strong self phase modulation. The frequency
sweeps from -12 to + 12 inverse pulse lengths during the pulse (from [13]). The acoustic
analog (see also the reconstruction in Fig. 10.16).

(right side of Fig. 10.14), which can be considered a temporal sequence of spectral
components. The difference is only that, in the case of music, the carrier frequency
is in the kHz rather than PHz range, and the time delays are seconds rather than
fs. The problem of reconstruction reduces essentially to extracting the function

Figure 10.15: Flowchart of an iterative reconstruction algorithm. Adapted from [13].

Ẽs(t, τ) from the spectrogram. Indeed, we note that the integral of Eq. (10.40) over
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Figure 10.16: Instantaneous frequency versus time and spectrum reconstructed from the
spectrogram on the left Fig. 10.14 (from [14]).

the delay τ is simply proportional to the pulse itself 4

Ẽ(t) ∝
∫ ∞

−∞

Ẽs(t, τ)dτ. (10.41)

The FROG trace is related to the Fourier transform of Ẽs(t, τ), Ẽs(t,Ωτ), by

S E(Ω, τ) =

∣∣∣∣∣∫ ∞

−∞

dt
∫ ∞

−∞

dΩτẼs(t,Ωτ)e−iΩt+iΩττ

∣∣∣∣∣2 . (10.42)

Extraction of the unknown signal Ẽs(t,Ωτ) from the spectrogram (10.42) is a two-
dimensional (the two dimensions are t and τ) phase-retrieval problem. This (phase
retrieval) problem is known to have a unique solution for two and higher dimensi-
ons [53,54]. The flowchart of the original FROG algorithm, which can be found in
Refs. [13, 14], is shown in Fig. 10.15 for illustration.

Since we can write Eq. (10.39) as

S E(Ω, τ) = |Ẽs(Ω, τ)|2,

by replacing the magnitude of Ẽs(Ω, τ) by
√

S E(Ω, τ) during each iteration cycle,
Eq. (10.39) is always satisfied. Improved algorithms, based for example on genera-
lized projections [55] known from phase retrieval of images, have been developed
over the years [51]. Here the integration step to obtain Ẽ(t) is replaced by a search
to minimize the figure of merit

Z =
∑
i, j

∣∣∣Ẽs(ti, τ j)−Ẽ(ti)|Ẽ(ti−τ j)|2
∣∣∣ .

4The integration over the variable τ is equivalent to opening the gate function for all times in
Eq. (10.40).
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The reconstruction of the pulse defined by the spectrogram on the left side
of Fig. 10.14 leads to the instantaneous frequency versus time and spectrum of
Fig. 10.16.

10.4.5 Spectral phase interferometry for direct electric-field recon-
struction (SPIDER)

Unlike the techniques discussed before SPIDER allows one to determine the pulse
shape and phase non-iteratively by a set of linear transformations of the measu-
red data. The technique developed by Iaconis and Walmsley [47] is an example
of spectral shearing interferometry. Suppose we have two pulses that are identical
except that they are shifted in frequency with respect to each other by an amount
ωs (spectral shear). These two pulses are delayed in time by τ and send into a
spectrometer. At the output of the spectrometer, using a quadratic integrating de-
tector, we measure a signal proportional to the square of the sum of the spectral
fields Ẽ(Ω+ωs) and Ẽ(Ω)e−iΩτ.

S (Ω) = |Ẽ(Ω+ωs)|2 + |Ẽ(Ω)|2 + 2|Ẽ(Ω+ωs)||Ẽ(Ω)|cos(∆Φ) (10.43)

where
∆Φ = [Φ(Ω+ωs)−Φ(Ω) +Ωτ] . (10.44)

Because of the cosine term the spectrogram is modulated with a period of about
τ−1. The data set S (Ω) can be processed noniteratively using a retrieval procedure
known from spectral interferometry [56,57] to obtain the spectral phase difference
Φ(Ω +ωs)−Φ(Ω) and from this the spectral phase Φ(Ω). Note that the spectral
phase Φ(Ω) and amplitude |E(Ω)|, which can be obtained from the square root of
the spectral envelope, determine the pulse amplitude and phase unambiguously.

For example, the spectral interferogram is Fourier-transformed using a compu-
ter. The resulting spectrum (in time) has components centered at t = 0 (carrying
information about the spectral envelope) and at t = ±τ. The t = 0,−τ components
are removed by filtering and the result is inverse Fourier transformed. After remo-
ving the component Ωτ the spectral phase difference is obtained, from which the
spectral phase Φ(Ω) can be calculated through concatenation.

The question is how to produce two pulse replicas that differ only in their center
frequencies? A SPIDER apparatus is sketched in Fig. 10.17. The pulse to be
characterized is split into two replicas. One replica is stretched and chirped in a
dispersive device, for example a grating sequence. The second replica is split again
into two time delayed pulses, for example in a Michelson interferometer. These
two (identical) pulses are mixed (upconverted) with different parts of the stretched
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Figure 10.17: Schematic diagram of a SPIDER apparatus. One replica of the pulse to be
characterized is stretched and chirped in an element with group delay dispersion (GDL), the
other replica is split into identical time-delayed pulses in a Michelson interferometer (MI).
The sum frequency is produced in a nonlinear crystal (SF) and recorded in a spectrometer
(S). Adapted from [47].

pulse, each centered at a different frequency due to the chirp. The result is a pair
of (up-converted) pulses that are identical except for a spectral shear.

The stretcher has to be designed so that the frequency of the stretched pulse
does not change (much) during the time of the original pulse duration. Pulses
consisting of few optical cycles have been successfully characterized using the
SPIDER technique [58, 59]. By combining it with homodyne detection sensitivity
and versatility are improved [60]. True single shot implementation of SPIDER has
been demonstrated at a repetition rate of 1 kHz [61].

10.5 Problems

1. Show that the statistical average of the autocorrelation of Gaussian pulses
distributed in frequency [distribution given by Eq. (10.18)] is approxima-
tely identical to the autocorrelation of a simple Gaussian pulse [perform the
integration of Eq. (10.19), and compare to Eq. (10.17)].

2. Consider a Gaussian pulse, of 50 fs duration, at 800 nm, with an upchirp
corresponding to a = 1.5. Determine analytically the result of a measurement
using the cross-correlator in which a block of BK-7 glass has been inserted
in one arm. Calculate the amount of glass required for pulse broadening by
a factor 5, after double passage through the glass. Calculate the envelopes
A1(τ), A2(τ), and A3(τ) that will be obtained by measuring a second order
cross-correlation, cf. Eq. (10.7). Write the expressions corresponding to the
various steps of the procedure leading to the reconstruction of the original
pulse following Section 10.2.

3. Derive Eq. (10.12), the expression for the third-order interferometric correla-
tion. Determine the peak to background ratio of the fringe-resolved autocor-
relation and of the intensity autocorrelation. Assume equal pulses, E1 = E2.
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4. Let us assume that the spectral phase of a pulse is given by Φ(Ω) = φ2(Ω−
ω`)2 +φ3(Ω−ω`)3 and the complex field is to be retrieved from the measu-
rement of the pulse spectrum and (a) an amplitude unbalanced third-order
correlation, and (b) an amplitude and phase unbalanced third-order correla-
tion using the PICASO scheme, cf. Fig. 10.11. The search space ∆(φ2,φ3)
is depicted in Fig. 10.18, with dark zones representing minima of the root-
mean square deviation, cf. Eq. (10.38). Explain the reason for the ambiguity
in case (a). How do the two possible pulses differ in the time domain? Why
does adding a phase filter resolve the ambiguity? )

(a) (b)

Figure 10.18: Figure of merit, cf. Eq. (10.38), of pulse retrieval based on a spectral
measurement and (a) an amplitude unbalanced third-order correlation and (b) an amplitude
and phase unbalanced third-order correlation.
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Chapter 11

Measurement Techniques of
Femtosecond Spectroscopy

11.1 Introduction

Femtosecond pulses are an ideal tool to investigate ultrafast processes of various
origins. There is usually more than one parameter that varies with time in any
particular experiment. One of these parameters will often be the position. As
an example of the types of time dependence that have to be distinguished, let us
consider the example of an apple falling from a tree (Fig. 11.1). A photograph taken
with a sufficiently short exposure time can “freeze” the motion of the falling apple
as it reaches the position x. We can compare this picture with one of the apple still
on the tree, which provides some information about the aging process. To establish
either the law of motion x(t) or the temporal behavior of aging, we need to know
exactly the time elapsed from the moment the apple was shaken loose from the
tree, until the photograph was taken. The standard experimental technique is to
trigger the fall (for instance, ignite a small explosion) and simultaneously start a
clock that synchronizes the shutter of the camera. By triggering the event, we do
not have to wait days for the apple to fall down.

A pump-probe femtosecond experiment has analogies as well as fundamental
differences with the falling apple measurement. The basic analogy is that a po-
werful light pulse — usually labeled the “pump pulse” or “excitation pulse” —
interacts with the sample and excites it into a non-equilibrium state (Fig. 11.2).
The sample thereafter relaxes towards a new equilibrium state. This process can be
mapped by sending a second (much weaker) pulse, called a probe or test (pulse),
onto the sample. The probe is the analogue of the snapshot photograph, aimed at
detecting a change of optical properties without disturbing the object under inves-
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Figure 11.1: The falling apple and the aging apple.

tigation. The difference with the falling apple is that the speed of light is infinite
compared to the velocity of the apple, whereas the propagation time of the probe
radiation through the sample can be long compared with the event to be observed.
Therefore, the geometry of interaction, the angle between probe and pump, the in-
teraction length, and the group velocities in the sample are essential parameters in
femtosecond pump-probe experiments.

Figure 11.2: Schematic representation of a pump-probe experiment in ultrafast
spectroscopy. The pump and probe pulses can be obtained from a single source and de-
layed with respect to each other in a Michelson or a Mach–Zehnder interferometer for
example.

In a typical pump-probe experiment, the delayed weak pulse probes the change
of an optical property ∆S , such as transmission or reflection, induced by the pump.
Repeating the experiments for various delays τd provides the function ∆S (τd). De-
pending on the actual light matter interaction, ∆S (τd) is related to material para-
meters such as occupation numbers, carrier density, and molecular orientation. In
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this chapter we discuss a selection of fs experimental techniques, many of them
originally developed for ps and ns spectroscopy.

The obvious temporal limitation of the pump-probe technique is the duration
of the pump and probe. The medium preparation should be completed before the
material can be probed. If the physics of the interaction is well understood, a
theoretical modeling (deconvolution) can provide some interpretation of data cor-
responding to partial temporal overlap of pump and probe.

A compromise often must be sought between spectral and temporal resolution.
Either the probe or the pump pulse has to select a specific spectral feature. In
order to excite the desired transition, rather than an adjacent one, the excitation
spectrum (i.e., the pulse spectral width ∆ωp, augmented by the Rabi frequency κE
or power broadening of the transition, if needed) should not exceed the separation
between lines ∆. The spectral resolution imposes therefore a limit to the temporal
resolution, since the pulse duration should not be less than τp ≈ 1/(∆+ κE).

11.2 Data deconvolutions

In most fs time resolved experiments, a signal S (τd) is measured as a function of
position or delay τd of a reference probe pulse of intensity Iref(t). We will consider
the large class of measurements where the measured quantity is proportional to the
product of a gating function Ig times the physical quantity f (t) to be analyzed. The
gate Ig(t) is a direct function of the reference intensity Iref(t). Since — as pointed
out in the previous chapter — the detection electronics has no fs resolution, the
measured signal will be the time integral:

S (τd) =

∫ ∞

−∞

Ig(t−τd) f (t)dt. (11.1)

Deconvolution procedures should thus be applied to retrieve the physical quantity
f (t) from the measurement S (τd). A typical example is a measurement of time
resolved fluorescence by upconversion. As detailed in Section 11.7, the detected
upconversion radiation results from mixing the signal (fluorescence) and the re-
ference pulse in a nonlinear crystal. Therefore, in that particular case, the gate
function is the reference pulse itself Ig(t) = Iref(t). It is often assumed that the ga-
ting function in the correlation product [Eq. (11.1)] is much shorter than the fastest
transient of the signal and thus can be approximated by a δ-function. With that
simplifying assumption, the signal is directly proportional to the physical parame-
ter to be measured: S (τd) ∝ f (τd). There are, however, very fast events — such
as the rise of fluorescence — for which this simplifying assumption is not valid.
The exact temporal dependence f (τd) can be extracted from the data if the ga-
ting function Ig(t) is known. Indeed, if I(Ω) is the Fourier transform of the gate
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function Ig(t), and S(Ω) is the Fourier transform of the measured signal S (τd), the
Fourier transform f (Ω) of the physical quantity f (t) is just the ratio:

f (Ω) =
S(Ω)
I(Ω)

. (11.2)

The physical quantity f (t) can be calculated by taking the inverse Fourier transform
of Eq. (11.2). This deconvolution technique can be applied in numerous cases
where the gate function Ig(t) does not depend on the phase of the interaction1.

11.3 Beam geometry and temporal resolution

To obtain a better quantitative understanding of the influence of the beam geometry
on the temporal resolution, let us analyze a pump-probe experiment as sketched in
Fig. 11.3. The pump pulse creates a small change of the transmission coefficient,

Figure 11.3: Schematic diagram of a pump-probe transmission experiment in non-
collinear geometry. The line AB shows the position of the pump pulse maximum at t = 0.
Refraction at the sample interfaces has been neglected.

∆a(x,y,z, t), which is sampled by the time-delayed test pulse of intensity It(t). The
signal measured by the detector PD as function of the delay τd can be written as
the sum of the transmitted test pulse energyWt0 in the absence of a pump, and a
pump-induced change ∆Wt(τd):

Wt(τd) = Wt0 +∆Wt(τd)

∝

∫ ∞

−∞

dt
∫ ∫ ∫

dxdydz
[
1 + ao +∆a(x,y,z, t)

]
It(x,y,z, t−τd)

(11.3)

1The gate depends on the phase of the interaction in the case of coherent interaction. In that case
the measured signal cannot be described by the simple expression (11.1).
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where ao is the transmission coefficient in the absence of the pump and |a0| � 1
has been assumed: ea = 1+a0 +∆a. In the overlapping volume of the two beams, a
complex mixing of spatial and temporal effects occurs. We want to derive conditi-
ons under which the excitation geometry does not affect substantially the outcome
of the experiment. For simplicity, the beam profiles of pump and test pulse are as-
sumed to be uniform and of rectangular shape, the temporal profiles are Gaussian
of equal FWHM τp, and the overlapping region is symmetric with respect to the
sample center. The time axis is chosen so that the pump pulse maximum reaches
the origin of the coordinate system at t = 0, and the test pulse reaches the origin at
t = τd. The sample response is assumed to follow the pump pulse instantaneously,
∆a ∝ Ip(t), and we expect a signal ∆Wt(τd) resembling the pulse autocorrelation in
the absence of geometrical effects. An increase of the correlation FWHM is then
a measure of the loss in temporal resolution of any pump-probe experiment due to
geometrical effects.

In the following considerations we will omit constants for the sake of brevity.
The delay-dependent part of the measured signal is

∆Wt(τd) ∝
∫ ∞

−∞

dt
∫

dx
∫

dyIt(x,y, t−τd)Ip(x,y, t) (11.4)

where we have already carried out the z-integration yielding a constant. The pul-
ses propagate through the sample with the group velocity 3g. Lines of constant
intensity (parallel to AB in Fig. 11.3) obey the equation

(x− 3gt sinα) = −(y− 3gt cosα)
cosα
sinα

(11.5)

for the pump pulse and[
x + 3g(t−τd) sinα

]
=

[
y− 3g(t−τd)cosα

] cosα
sinα

(11.6)

for the test pulse. Hence, the corresponding pulse intensities which are needed in
the integral (11.4) can be written as

Ip = Ip0 exp
{
−

4ln2
(3gτp)2 [ycosα+ xsinα− 3gt]2

}
(11.7)

It = It0 exp
{
−

4ln2
(3gτp)2

[
ycosα− xsinα− 3g(t−τd)

]2
}
. (11.8)

Inserting these expressions into Eq. (11.4) and carrying out the time integration
yields after some algebra

∆Wt(τd) ∝ e−2ln2(τd/τp)2

ym∫
−ym

dy

u(y)∫
l(y)

dxexp
{
−

8ln2
(τp3g)2

[
x2 sin2α− 3gxτd sinα

]}
(11.9)
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where

ym = min
(

d
2sinα

,
D
2

)
(11.10)

l(y) = −
d

2cosα
+ y tanα (11.11)

u(y) =
d

2cosα
− y tanα. (11.12)

The value of ym depends on whether or not the overlapping area of the beams is
completely inside the sample. The upper and lower limit of the x-integration form
the diamond-shaped boundary of the overlapping region as sketched in Fig. 11.3.

The exponential function in front of the integrals is the autocorrelation function
of a Gaussian pulse and represents the result of an ideal measurement where the
geometrical effects do not play a part, i.e., the spatial integration yields a constant
which does not depend on τd. This is obviously the case for a collinear beam
geometry (α = 0◦). For all other cases one can evaluate Eq. (11.9) numerically.
Figure 11.4 shows the FWHM of ∆Wt(τd) normalized to its value at α = 0◦ as
a function of α and for different values of the parameter K = 3gτp/d. The latter

Figure 11.4: FWHM of ∆Wt(τd) according to Eq. (11.9), normalized to its value at
α = 0◦ and shown as a function of the half-angle α between pump and probe pulse. The
curves are depicted for different values of the ratio of the geometrical pulse length and
beam width, K = 3gτp/d. The sample thickness was chosen to be D = 33gτp. For K = 0.1,
a second curve for D = 103gτp is also shown for comparison (from [1]).

describes the ratio of the geometrical pulse length and the beam width. As can be
seen, the shorter the pulses at a given beam width, the more critical becomes the
beam geometry in a noncollinear experiment. The temporal broadening of ∆Wt

can be substantial, causing a loss in time resolution of a pump-probe experiment.
The effect of the crystal thickness, on the other hand, is small at moderate values
of the angle α. In the following sections we will always assume an experimental
geometry which justifies neglecting these geometric effects.
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11.4 Transient absorption spectroscopy

Transient absorption spectroscopy is a widely used form of a pump-probe techni-
que. As a simple example to illustrate the method, we consider an ensemble of
two-level systems at resonance with a fs pulse source. With all the particles in the
ground state at thermal equilibrium, the sample acts as a saturable absorber. The
physical quantity to be determined is the energy relaxation time T1 of the excited
state. This parameter is to be extracted from the measurement of attenuation of the
probe versus delay.

A typical experimental arrangement is sketched in Fig. 11.5. In order for the
probe to be much weaker than the pump, the reflectivity of the beam splitter (called
BS in Fig. 11.5) should be larger than 0.5. Since only the transmission of the probe
is measured, there is a need to devise a means to shield the pump pulse from the
detector. Since pump and probe have the same wavelength, one is left with the
following choices:

• separation by polarization

• separation by wave vector

• temporal separation in combination with a gated detector.

In the example sketched in Fig. 11.5, it is the wave vector separation that is used.

Figure 11.5: Typical geometry for measuring transient absorption. The two relatively
delayed pulses are spatially separated before being sent onto the focusing optics, to provide
for k vector separation in the sample S.

In a typical experiment, the first (pump) pulse will saturate the absorber, and
the delayed probe pulse will sample the absorption coefficient. The interpretation
of the data is straightforward if the transition can be considered as homogeneously
broadened. For delays longer than the phase relaxation time T2 of the transition,
the probe pulse samples the absorption coefficient α:

α = σ∆N (11.13)
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where σ is the absorption cross-section and ∆N is the population difference (den-
sity) between the upper and lower level of the transition. According to the rate
equations, after excitation, the absorption coefficient relaxes exponentially with
time:

α(τd) = α0 +∆α e−τd/T1 , (11.14)

where ∆α is the change in absorption due to the pump pulse, τd the delay of the
probe relative to the pump, and T1 is the energy relaxation time of the absorbing
transition.

Extraction of T1 from the measurement can be made under a variety of experi-
mental conditions. In the considerations that follow, we will not attempt to select
the experimental conditions for best signal-to-noise ratio, but the ones that lead
to the simplest analytical expression relating the measurement to T1, without the
need for numerical modeling. We assume a uniform beam profile. In addition to
being “optically thin,” the sample thickness d is assumed to be negligible compa-
red with the overlap length of pump and probe beams. Finally, the pump and probe
pulse duration is assumed to be much shorter than the relaxation time to be mea-
sured (τp � T1), to avoid the need of deconvolution procedures. The completion
of the pumping process is taken as time origin. The measured signal S (τd) is the
energy of the transmitted probe versus delay. For a probe signal of energy density
W =

∫
Idt sent through a sample of thickness d:

S (τd) = A
∫ ∞

−∞

I(t−τd)eα(t)ddt

≈ AWeα(τd)d ≈ AW[1 +α(τd)d], (11.15)

where A is the beam cross-section. Inserting Eq. (11.14) into Eq. (11.15) yields:

S (τd) = AW
[
1 +α0d +∆α d e−τd/T1

]
(11.16)

≈ S −∞+ AW∆α d e−τd/T1 , (11.17)

where S −∞ is the probe transmission in the absence of the pump pulse. The energy
relaxation time T1 can be obtained directly from a logarithmic plot of S (τd)−S −∞
versus τd. The key approximation in Eq. (11.15) is that the temporal variations
of the absorption coefficient be slow compared to the duration of the probe pulse.
A numerical deconvolution of the data can be made if this latter condition is not
satisfied.

The expression (11.14) is only valid for delays sufficiently large such that the
excitation of the pump has dephased before the arrival of the leading edge of the
probe (τd � T2 + τp). For short delays that do not satisfy the latter condition, the
probe coherently interacts with the polarization created by the pump. For pump and
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probe collinear and having the same polarization, the induced dipoles created by
the pump will be in or out of phase with the probe field, depending on whether the
delay is an even or odd number of half wavelengths. The transmitted energy versus
delay will have an interference-like pattern similar to that observed in a “zero-area
pulse” experiment (see the end of this chapter). This pattern is often referred to
as the “coherent spike” of a pump-probe experiment. In the case of non-collinear
pump-probe experiments, a “transient grating” is created by the spatial-temporal
superposition of the probe and the polarization created by the pump. In the latter
geometry, the coherent spike can be explained as a result of partial diffraction of
the pump pulse into the direction of the probe.

Figure 11.6: Transient transmission in CdSxSe1−x. The population numbers in the states
excited by the pump can be determined from the measured changes in transmission of
the 100 fs probe pulses at 618 nm. The change in occupation numbers is a measure of
intraband relaxation (from [2]).

As a typical example of transient absorption, Fig. 11.6 shows the absorption
recovery of a mixed crystal, CdSxSe1−x, after excitation with a 618 nm pulse. The
pump pulse creates free carriers, i.e., electrons in the conduction band and holes in
the valence band, which occupy states and subsequently increase the transmission
of a test pulse at the corresponding wavelength. As the carriers relax towards the
bottom of the band, the transmission decreases. The decay time is a measure of the
intraband relaxation.

Much more information can be gained by using a fs white light continuum
instead of a probe at the excitation frequency. In the previous example, the test
pulse monitored the change in carrier density only for specific states above the
band gap. A continuum fs pulse can probe simultaneously all states in a broad
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energy range, providing detailed information on the time dependent carrier density
distribution. An example of a pump-probe transmission experiment using a white
light continuum is discussed in the next chapter.

11.5 Transient polarization rotation

A linearly polarized pump pulse can induce anisotropy in a sample, which can
be probed subsequently with a delayed pulse. Anisotropy means here that the
transmission depends on the polarization of the probing radiation. The decay in
anisotropy can often be related to orientational relaxation of the dipoles excited by
the pump. Such measurements have been applied successfully on a fs time scale to
the determination of momentum (k-space) relaxation of photo-excited electrons in
condensed matter (for instance, GaAs [3]).

A polarization rotation can also be induced in transparent media. The pump
pulse acts through the optical Kerr effect causing birefringence. This polarization
anisotropy can be seen as a polarization-direction dependence of the refractive in-
dex experienced by the probe.

A standard experimental arrangement to measure the temporal change in pump
induced polarization anisotropy in shown in Fig. 11.7(a). Let us assume an ab-
sorbing sample. Subsequent to the excitation by the pump pulse, a probe pulse
— of the same wavelength — is sent with its electric field vector oriented at an
angle β with respect to that of the pump. The pump induces a polarization change
(rotation) for the probe pulse, ∆β.

We will first derive a relationship between the polarization rotation ∆β of the
probe as a function of the anisotropy produced by the pump, and then relate ∆β to
experimental parameters that are easily accessible. We make the assumptions of
optically thin samples so that the absorption ea ≈ 1 + a causing small rotations ∆β

for which sin∆β = tan∆β ≈ ∆β and cos∆β ≈ 1. Let us assume that the pump pulse
causes the sample to have an absorption coefficient a‖ and a⊥ for the components
of the probe field, E‖ and E⊥, that are polarized parallel and perpendicular to the
pump, respectively. The two field components after the absorber are:

E′
‖
≈

(
1 +

1
2

a‖

)
E‖ =

(
1 +

1
2

a‖

)
Ecosβ = E′ cos(β+∆β) (11.18)

E′⊥ ≈

(
1 +

1
2

a⊥

)
E⊥ =

(
1 +

1
2

a‖

)
Esinβ = E′ sin(β+∆β) (11.19)

where E and E′ are the field amplitudes of the input and output probe fields, re-
spectively. Dividing these two equations, E′⊥/E

′
‖
, and using only the two last terms



11.5. TRANSIENT POLARIZATION ROTATION 531

yield:

tan(β+∆β) =

(
1 + 1

2 a⊥
)(

1 + 1
2 a‖

) tanβ. (11.20)

For |a|,∆β << 1 this can be approximated by

∆β ≈
sin(2β)

4
(
a⊥−a‖

)
. (11.21)

Clearly, the polarization rotation is caused by an induced anisotropy of the optical
thickness of the sample by the pump,

(
a⊥−a‖

)
.

To measure the small rotation angle it is advantageous to monitor the transmit-
ted probe components at polarization angles of 45o and 135o with respect to the
pump polarization [Fig. 11.7(a)]. The corresponding probe field components after
the sample are:

E′45 = E′ cos
(
π

4
−β−∆β

)
≈

1
2

√
2E′

[
cosβ+ sinβ+∆β(cosβ− sinβ)

]
(11.22)

and

E′135 = E′ cos
(
π

4
+β+∆β

)
≈

1
2

√
2E′

[
cosβ− sinβ−∆β(cosβ+ sinβ)

]
. (11.23)

What is recorded in such a pump probe experiment is the ratio of the intensities
(pule energies):

R′ =
(E′45)2

(E′135)2 . (11.24)

Eqs. (11.21) and (11.23) can be inserted into the equation for R′. After some basic
algebra and making use of ∆β << 1 again we find

R′ ≈ R
(
1 +

4∆β

cos(2β)

)
, (11.25)

where R = [1 + sin(2β)]/[1− sin(2β)] is the ratio of the two probe components in
the absence of the pump. From relation (11.25) the rotation angle ∆β can be deter-
mined from the measurement of R and R′ and the known angle β.

The scattered pump intensity adds a noise component to the signals S 135 and
S 45. The angle β has to be sufficiently large, such that the scattered noise from
the pump be negligible compared with the measured probe component E2 sin2 β.
An angle of β = 15o is chosen in most applications [3, 4]. The measured aniso-
tropy (rotation in probe beam polarization of the order of one degree) decays with
probe delay and is a measure of relaxation processes following the excitation. An
example of a polarization rotation measurement is shown in Fig. 11.8.
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Figure 11.7: (a) Experimental setup to measure pump-induced birefringence. The Glan
polarizer P sets the polarization of the probe at an angle β with respect to that of the pump.
The analyzer A extracts the components of the transmitted probe at an angle of 45o and
135o with respect to the pump polarization. (b) Sketch showing the relation between the
rotation angle ∆β of the probe E and the induced anisotropy in absorption. “in” and “out”
denote the probe polarization before and after the sample.

Figure 11.8: Optical Kerr signals for the liquids CH2Cl2, CHCl3 and CCl4 (top to
bottom). Different time constants can be identified for each sample. They represent a
complex interplay of intramolecular processes as well as interaction with the local envi-
ronment (from [5]).

11.6 Transient grating techniques

11.6.1 General technique

There are numerous variations of transient grating techniques, providing a wide
array of information on sample properties. A general review of these techniques
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is given in a book by Eichler et al. [6]. The basic experimental setup is sketched
in Fig. 11.9. Two pump pulses of different propagation direction overlap in the
sample. If their relative delay (τ1) is less than the phase relaxation time of the
interaction, they produce an interference pattern of the sample excitation. The
modulation of the sample excitation can manifest itself in a periodically changing
transmission (amplitude grating) and/or a refractive index (phase grating). The
grating vector is:

kG = k1−k2, (11.26)

where k1,2 are the propagation vectors of the pump pulses in the sample. The ex-

Figure 11.9: Schematic representation of a transient grating experiment.

istence and dynamics of the grating can be probed by the diffraction that a delayed
(weak) probe pulse experiences. A series of detectors can probe simultaneously the
behavior in several diffraction orders. If the excitation is weak, the absorption and
refractive index modulation are small [|∆α/α0| � 1, (∆n/n)� 1], and the relative
diffracted probe intensity (first order) is given by [6]:

∆Idiff

Ip
∝ (∆n)2 +

(
λp

2π

)2

(∆α)2. (11.27)

One has generally to distinguish between two mechanisms for the decay of dif-
fraction efficiency with delay:

1. The pump-induced changes in the sample relax locally. For example, if ∆α

and ∆n are the result of free carrier generation in a semiconductor, carrier
relaxation towards the original equilibrium state will lower the modulation
depth. The diffraction as a function of delay provides information on the
carrier relaxation time.
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2. The sample excitation diffuses spatially (non-local mechanism). In the ex-
ample of free carrier generation in a semiconductor, the pump modulates the
carrier density, and thus triggers diffusion of carriers into the low excitation
regions (minima of the induced grating). The result is a gradual “wash-out”
of the modulation, and decline of the diffraction signal. In many cases, the
diffusion process can be described by a diffusion equation with a characteris-
tic diffusion constant. From the characteristic decay time of the diffraction
efficiency and the grating period one can determine the diffusion constant.

Both processes (1) and (2) have to be taken into account in the data evaluation. To
distinguish between the local and non-local relaxation mechanisms (in particular
when they occur on a comparable time scale), a series of measurements can be
performed at various angles θ between the two pump beams producing the gra-
ting. Since the grating constant is modified by changing the angle θ [Eq. (11.26)],
the decay component due to diffusion will also be modified. The local relaxation
component to the decay should not depend on the angle θ. Another possibility to
distinguish between local and non-local contributions to the decay is to compare
transmitted (zero diffraction order) and diffracted signals.

Grating techniques also provide the possibility of measuring coherent effects
by varying the delay τ1 between the two pump pulses, at constant probe delay
τd. The first arriving pump pulse generates a polarization oscillation in the sam-
ple which decays with the characteristic transverse relaxation time T2. The second
pump interferes with this polarization, which results in a modulation of the exci-
tation (e.g., occupation numbers). The modulation depth and thus the diffraction
efficiency experienced by the probe pulse and measured as function of τ1 contain
information on T2.

The actual data evaluation in a transient grating experiment can be complex
and requires a detailed model of the processes involved. An example of determi-
nation of phase relaxation times using collinear counter-propagating pump pulses
is detailed in the next subsection.

11.6.2 Degenerate four-wave mixing (DFWM)

In this particular variation of transient grating experiment, the two pump pulses are
two strong counter-propagating waves Ẽp1(t)exp

[
i(ω`t− kpz)

]
and Ẽp2(t)exp

[
i(ω`t + kpz)

]
.

The probe wave is sent along an intersecting direction x and has as electric field
Ẽ3(t− τd)exp[i(ω`t− kxx)]. The nonlinear interaction results in the generation of
a signal Ẽ4(t)exp[i(ω`t + kxx)], which, for momentum conservation, is counter-
propagating to the probe direction (Fig. 11.10). In the case of continuous waves,
and, for instance, a quadratic nonlinearity, it can be shown that the wavefront of the
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generated signal wave Ẽ4 is the reverse of the wavefront of the probe Ẽ3 [7]. This
property of spatial phase conjugation does not transpose directly in the time dom-
ain. Temporal phase conjugation is chirp reversal, which can be shown to occur
only when the following conditions are met [8]:

• instantaneous nonlinearity,

• medium thickness� than the pulse length,

• weak interaction (|Ẽ4| � |Ẽ3|).

It can easily be seen that if all but the second condition are met, each depth of the
medium will generate a DFWM signal, resulting in a square pulse Ẽ4 with a length
equal to twice the sample thickness [8].

We have so far assumed that all three waves meet simultaneously in the non-
linear medium. Interesting information on the dynamics of the interaction can be
gathered from the study of the DFWM signal when all three waves are applied in a
particular time sequence.

Figure 11.10: Coherent single-photon resonant DFWM. The probe pulse is trailed by
a polarization wave, that forms a population grating with one of the pump pulses that
follows. The other pump pulse scatters off that grating into the direction from which the
probe originates. The rise of the signal energy versus delay is thus a measure of the phase
relaxation time of the single-photon resonance.

We assume in the following discussion that the nonlinear medium is shorter
than the optical pulses and is either at single- or at two-photon resonance with
the radiation. Let us first consider the case of a single-photon resonant absorber
being excited first by a weak probe, followed by two simultaneous strong counter-
propagating pump pulses (Fig. 11.10). As we have seen in Chapter 3, the short
pulse creates a pseudo-polarization Q̃3 = w0 sinθ0 exp[−ikxx] that decays with a
characteristic time T2. If a strong pump pulse enters the interaction region within
that characteristic time, it will form a population grating [as seen from the Bloch
equation (3.69)] corresponding to the interferences between waves of vector kx

and kz. If the second pump pulse impinges on this grating, it will be diffracted
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along the opposite direction as the signal (wave vector −kx) according to the Bloch
equation (3.68). The longer T2 is, the more the probe can be launched in advance
of the two pump pulses, and still produce a signal. As illustrated in Fig. 11.10, the
rise-time of the signal versus delay is a measure of the phase relaxation time of a
single photon transition.

Figure 11.11: Coherent two-photon resonant DFWM. (a) The counter-propagating pump
pulses create a two-photon excitation of frequency 2ω`, which decays with the two-photon
phase relaxation time T2(2ph). The signal is two-photon stimulated emission induced by
subsequent passage of the probe pulse. It is thus the fall of the signal energy versus delay
that is a measure of the phase relaxation time of the two-photon resonance. (b) Intensity of
the DFWM signal versus probe delay. The sample is the saturable absorber jet of a mode-
locked dye laser. The crosses indicate the experimental data points. Theoretical curves
for the two-photon resonant interaction are plotted for three values of the phase relaxation
time: 20 fs (dotted), 50 fs (solid), and 75 fs (dashed).

The same experiment performed on a two-photon resonant transition, as sket-
ched in Fig. 11.11(a), leads to different results and interpretation. Since the inte-
raction is a two-photon process, the weak probe alone cannot have any significant
effect on the system, and there will be no signal if the probe is ahead of the pump
pulses. We have seen in Chapter 3 that for a two-photon transition, Bloch’s equa-
tions apply, except that the driving term is proportional to the square of the field.
The two counter-propagating pump pulses can produce a two-photon excitation
oscillating at 2ω`, which will decay with the phase relaxation time T2(2ph) of the
two-photon transition. One component of this two-photon excitation, %12, with no
spatial modulation (zero spatial frequency), will interact with a probe to generate a
counter-propagating signal by two-photon stimulated emission. A probe pulse sent
through the interaction region with a subsequent delay τd will induce a signal by
two-photon stimulated emission, Ẽ4 ∝ %12(τd)Ẽ∗3. Since the probe field corresponds
to a phase factor ω` + kxx and the two-photon excitation to a phase factor 2ω`, the
signal E4 has a phase factor 2ω` −ω` − kxx = ω` − kxx, which describes a wave
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propagating in the direction opposite to the probe. Since the two-photon excitation
%12 is the amplitude of an off-diagonal matrix element decaying with a two-photon
phase relaxation time T2(2ph), the two photon stimulated emission being propor-
tional to %12 will only exist within T2(2ph) of the pump excitation. In the case of
two-photon resonance, it is thus the trailing edge of the signal energy versus delay
that is a measure of the phase relaxation time T2(2ph).

An example of determination of phase relaxation times through DFWM is gi-
ven in Fig. 11.11(b). In this particular case, the sample is the saturable absorber
jet (dye DODCI) of a mode-locked dye laser [9]. The two pump pulses are the
counter-propagating pulses circulating inside the dye laser cavity. The probe is
taken from one of the outputs of the dye laser, and focused with a 25 mm focal
distance lens into the interaction region. Figure 11.11(b) shows the average inten-
sity of the signal retro-reflected into the probe direction, as a function of the delay
of the probe. The leading edge of the signal matches exactly the instantaneous
response, given the pulse shape Ẽ(t) = exp

[
−0.15ix2

]
/{exp[−1.33x] + exp[0.8x]}

(where x = t/τs, and the pulse FWHM is 1.72τs = 76 fs). The instantaneous re-
sponse, for the single-photon transition model, is calculated by taking the steady
state solution of Bloch’s equations (3.72) and (3.73) for the field consisting of the
sum of the probe and pump fields. The trailing edge of the DFWM signal versus
delay shows clearly the effect of a two-photon coherence. Following the proce-
dure outlined above, the DFWM signal can be calculated as a function of delay
for the two-photon excitation [9]. The result of the calculation (for the particular
pulse shape mentioned above) is plotted in Fig. 11.11(b) for three values of the
two-photon phase relaxation time T2(2ph) = 20 fs (dotted line), T2(2ph) = 50 fs (solid
line), and T2(2ph) = 75 fs (dashed line).

The experiment thus indicates a two-photon resonant DFWM and a phase re-
laxation time of 50 fs (decay of the DFWM signal versus delay) for the two-photon
transition. There is no resolvable effect of a single-photon resonant DFWM (rise-
time of DFWM signal versus delay). The dominance of the two-photon enhance-
ment of DFWM in DODCI at 620 nm is confirmed by theory. Simple numerical
estimates [9] indicate that indeed, the contribution of the two-photon resonance
dominates the DFWM signal.

11.7 Femtosecond resolved fluorescence

If an excitation is followed by fluorescence (luminescence), the time resolved me-
asurement of the transients of this radiation provides useful information on the
evolution of occupation numbers and relaxation channels. Streak cameras are of-
ten used to measure fluorescence decay. The temporal resolution of this instrument
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is limited to approximately one half of a picosecond. As noted earlier, all-optical
techniques are needed to obtain even better time resolution. The general method of
correlation introduced in Chapter 10 applies also to fluorescence measurements.

A pump pulse provides the time dependent excitation to be analyzed. The radi-
ation to be measured as a function of time is correlated with a delayed replica of the
pump (reference pulse). This cross-correlation is achieved by up-converting (sum
frequency generation) the fluorescence with the fs reference pulse. This technique,
pioneered by Mahr and Hirsch [10] with ps pulses, was first applied to the fs range
to measure the risetime of fluorescence in organic dyes [11].

The basic experimental setup as sketched in Fig. 11.12 includes a polarizing
beam splitter, two quarter wave plates, and a nonlinear crystal for type II sum fre-
quency generation. Type II sum frequency generation is essential to provide an
optimum signal-to-background ratio. In the first experiment, an unamplified dye
laser at 620 nm was used. After the calcite polarizing beam splitter, one of the po-
larization components of the main pulse is focused into the sample, e.g., a concen-
trated solution of oxazine dye in ethylene glycol. The backscattered fluorescence
radiation (at ω f ) is collected by the focusing lens and recollimated towards the
calcite prism and the nonlinear detection. In this reflective geometry, the temporal
resolution is limited by the optical depth of the sample or the confocal parameter of
the focused beam, whichever is shorter. With the concentrated solution of oxazine
dyes used, the optical depth of the sample was approximately 2 µm, limiting the
temporal resolution to 6 fs. A half wave plate can be introduced before the calcite
polarizer to control the fraction of radiation sent to the sample.

Figure 11.12: Setup for femtosecond resolved detection of fluorescence

The nonlinear crystal generates the sum frequency (of intensity Isum) of the
radiation components polarized along two orthogonal axes. If Iref(t − τd) is the
reference signal delayed by an amount τd and polarized along x̂, and Is(t) is the
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fluorescence signal polarized along the orthogonal direction ŷ:

Isum(τd) ∝
∫ ∞

−∞

Iref(t−τd)Is(t)dt. (11.28)

To reach the ultimate resolution, the bandwidth of the conversion process should
be larger than the bandwidth of the reference pulse. Both the imperfection of the
crystal and the non-perfect rejection factor of the polarizing beam splitter contri-
bute to a fraction εy of the reference beam polarized along the axis y, and hence a
(τd independent) background signal:

Ib ∝

∫ ∞

−∞

εyI2
ref(t−τd)dt. (11.29)

The optical quality of the nonlinear crystal is essential in this experiment, since
it helps discriminate between the signal and a background caused by second har-
monic generation of the more intense reference beam. Additional background re-
jection can be obtained by spectrally separating the gated fluorescence (at ω`+ω f )
from the second harmonic of the reference signal (at 2ω`). The bandwidth of this
filter should correspond to the pulse spectral bandwidth ∆ωp in order to ensure a
temporal resolution given by the pulse duration. The focusing lens can be replaced
by a parabolic mirror which collects fluorescence from a larger solid angle [12].

The number of upconverted photons per excitation pulse can formally be writ-
ten as

Nup ≈ V1V2Q
(
νFW0

~ωF

)
∆ωp

∆ωF

τp

TF
, (11.30)

where V1 is the linear loss of the experimental setup, V2 is the fractional solid
angle (i.e., solid angle divided by 4π) from which the focusing optics gathers the
fluorescence, the term in parentheses describes the total number of fluorescence
photons excited, ∆ωp/∆ωF is the fraction of the fluorescence spectrum which is
upconverted and reaches the detector, τp/TF with TF as fluorescence lifetime is
the fraction of fluorescence within the time window set by the pulse, and Q is
the conversion efficiency of the sum frequency generation. For an upconversion
experiment using a passively mode-locked dye laser to resolve the fluorescence
dynamics of an organic dye and urea as nonlinear crystal, the following parameters
are typical: V1 = 10−1, V2 = 2 10−3, W0 = 150 pJ, τp = 100 fs, TF = 1 ns, Q =

5 10−4, νF = 1. This yields N1 = 1.5 10−4 upconverted photons per pump pulse
photon. This weak signal is detectable because the repetition rate of the source
is ≈ 108 Hz, resulting in a photon flux of 1.5 104 s−1. Figure 11.13 shows as an
example the onset of fluorescence for the dye oxazine 720.
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Figure 11.13: Onset of fluorescence of an organic dye (oxazin 720) measured by up-
conversion. The number of photon counts is plotted versus delay. Theoretical curves
corresponding to different relaxation times T21 of a simple three-level model system are
shown.

11.8 Photon echoes

Photon echo is the standard method [13] — directly derived from spin echoes [14]
— to determine the phase relaxation time T2 of a transition. In the basic photon
echo experiment, a sequence of two pulses is sent through the sample. Ideally, the
first pulse will be a “π/2 pulse,” and the second a “π pulse.”

In an inhomogeneously broadened medium, the π/2 pulse excites the electric
dipoles to oscillate with their characteristic frequency ω0. Immediately after exci-
tation all dipoles are in phase and the macroscopic polarization is maximum. As
time progresses, because of their different eigenfrequencies, the dipoles dephase re-
lative to each other. The macroscopic polarization is damped with a time constant
given by the inverse of the width of the inhomogeneous line profile ginh(ω0−ωih).
The individual dipole groups still oscillate, with an amplitude damped with the
phase relaxation time T2 corresponding to the homogeneous line profile. The π
pulse at delay τd adds a phase of π to each individual oscillator, which causes them
to add again in phase after a time τd (2τd after the π/2 pulse). The associated ma-
croscopic polarization results in a collective radiation effect called an “echo.” The
explanation of the echo in the Bloch vector model is as follows.

After the first pulse (π/2 pulse), the pseudo-polarization vector is aligned al-
ong the 3 axis, as shown in Fig. 11.14(a). Each component of the line ginh(ω0−ωih)
will precess around the “w axis” — thus in the u-3 plane — at an angular velocity
(ω0 −ω`), for a time equal to the delay τd between the π/2 and π pulses. The ef-
fect of the π pulse, however, is to create the mirror image of the component of the
pseudo-polarization vector, with respect to the u axis, as shown in Fig. 11.14(b).
Each component of the line ginh(ω0 −ωih) is subsequently precessing at the velo-
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Figure 11.14: Photon echoes: A π/2 pulse (a) creates a macroscopic polarization
(pseudo-polarization vector aligned along the 3 axis). Following the excitation, the compo-
nents of the pseudo-polarization vector precess (b). After a π pulse is applied, the spreading
process is reversed (c).

city (ω` −ω0), hence reversing the course of the previous “spreading.” After a
time τd following the π pulse, the components of the pseudo-polarization vec-
tor will be lined up again, resulting in a macroscopic echo signal [Fig. 11.14(c)].
The only decay mechanism for the echo is the nonreversible homogeneous decay.
The pseudo-polarization vector of initial amplitude P0, after the delay 2τd, has
been reduced exponentially to P0 exp(−2τd/T2); hence the echo intensity decays
as exp(−4τd/T2). It should be noted that the π/2 and π pulse areas need not be
reached in order to observe an echo. The amplitude however, is maximum for this
particular choice.

The dephasing in condensed matter at room temperature is extremely fast. The
challenge in photon echo measurement is to resolve the fast decaying echo from
scattering from the tail of the preceding π pulse. The various possibilities to sepa-
rate the signal are:

1. temporal gating of the echo

2. k vector separation

3. separation by polarization

4. separation by focalization

The time resolution necessary for the first technique could be achieved by up-
converting the echo using type II second harmonic generation with a delayed ex-
citation pulse (of polarization orthogonal to that of the echo). The other three
techniques are commonly used. If k1 is the wave vector of the first (π/2) pulse, and
k2 the wave vector of the second one, it can be shown that the angle of emission
of the third pulse (the echo) is twice the angle between the direction of the two
first pulses — hence ke = 2k2 − k1 (cf. Fig. 11.15). This property can be easily
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understood from momentum conservation considerations. Indeed, a photon echo
is a particular case of degenerate four-wave mixing experiment, in which the first
two waves form a grating. The latter waves do not need to be simultaneous; their
interval only needs to be shorter than the phase relaxation time, to form a grating.
The grating vector is k2−k1. The second pulse with wave vector k2 scatters off that
grating, to generate a first-order diffracted wave in the direction ke = k2− (k1−k2).
The latter property is directly related to the focusing properties of the echo. If the
radius of curvature of the first π/2 pulse is R1, and that of the π pulse R2, the echo
has the wavefront curvature given by [15]:

1
Re

=
2

R2
−

1
R1

(11.31)

Polarization can also be used to distinguish the echo from the intense excitation
pulses. The polarization dependence of the echo has been investigated by Alekseef
and Evseev [16] and shown to depend on the total angular momentum number J of
each of the two levels involved in the transition. For a J=1/2→ J=1/2 transition,
the polarization of the echo makes an angle 2ψ with that of the first (linearly po-
larized) pulse (ψ being the angle between the polarization of the first and second
pulse). In the latter case also, a linearly polarized pulse following a circularly pola-

Figure 11.15: Photon echo applied to GaAs. Left: wave vector diagram. Right: echo
amplitude versus delay for different carrier densities (adapted from [17]).

rized pulse, produces a photon echo with circular polarization. For transitions J=0
↔ J=1 and J=1→ J=1, the echo has the polarization of the second pulse, with an
amplitude proportional to cosψ.

None of the echo separation techniques totally eliminates the background due
to the first pulses. The duration of the exciting pulses should be shorter than the
phase relaxation T2 to be measured.

The fs photon echo technique has been applied to the study of dephasing of
band-to-band transitions in the direct gap semiconductor GaAs [18]. Dephasing in
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this system is due to momentum relaxation of the carriers, as verified by an inde-
pendent method that specifically probes momentum relaxation (see previous secti-
ons). The data (Fig. 11.15) indicate a carrier concentration dependent phase relaxa-
tion time ranging from 14 to 44 fs [17,18], fitting the power law T2 = 6.2 106×N−0.3

(T2 in fs, concentration of excited carriers N in cm−3). This power law is cha-
racteristic of a three dimensional screening. A similar experiment performed on
two-dimensional multiple quantum wells gave a density law T2 = 6.8 107×N−0.55,
reflecting a two-dimensional screening of carriers [19]. Recent advances in fs pho-
ton echo spectroscopy of molecules and solids are summarized in papers by Fayer
et al. [20] and Hannaford et al. [21].

In summary, the photon echo method is quite powerful and useful for the de-
termination of relaxation times longer than the pulse duration. It has been one of
the most commonly used.

11.9 Zero-area pulse propagation

The photon echo experiment is based on a sequence of two non-overlapping pulses
whose relative phase is unimportant. An essential feature of coherent excitation
is that the excitation depends on the phase of the applied signal. We have seen in
Chapter 3 that a sequence of two pulses 180o out of phase applied at resonance
to a two-level system, will return that system to the ground state. There will be
no energy loss for this particular pulse sequence, while there will be maximum
absorption if the pulses are in phase. The contrast in absorption for the “in phase”
pulse sequence — as opposed to the sequence of pulses out of phase — can be used
as a measure of coherent interaction, and to determine T2. The experimental setup
consists essentially of a Michelson or a Mach–Zehnder interferometer (Fig. 11.16)
to produce a zero-area pulse.

Figure 11.16: Michelson or Mach–Zehnder interferometers for the generation of zero-
area pulses. The beam splitters BS 1 and BS 2 should be identical, in order to produce a
zero-area pulse. The field envelopes of the pulses are shown.

The measurement is particularly simple and clear in the case of a single ho-
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mogeneously broadened line. A linear (i.e., with a small area pulse) measurement
provides all the information needed in that case. The zero-area pulse sequence has
a zero spectral Fourier component at the average pulse frequency. The linear ab-
sorption for that pulse sequence — when applied at resonance with the line — is
proportional to the spectral overlap of the line and the pulse spectrum. For T2 =∞,
the infinitely narrow line coincides with the “node” of the spectrum of the zero-
area pulse, and there is no absorption. The smaller T2, the broader the line and its
overlap with the pulse spectrum. With decreasing T2, the ratio of absorption for an
“out of phase” (zero-area) pulse sequence to the absorption for an “in phase” pulse
sequence will also decrease. An illustration of such a measurement in Li-vapor is
shown in Fig. 11.17. The energy of the second harmonic of the transmitted pulse
sequence is plotted as function of the delay between the two components of the
pulse.

Figure 11.17: Second harmonic detection of the transmission of a zero-area pulse se-
quence consisting of two delayed pulses as a function of delay through lithium vapor in the
presence of argon as buffer gas. The vertical lines indicate the contrast between in- and out-
of-phase transmission. The second harmonic of the transmitted zero-area pulse sequence
versus delay is recorded. The advantage of the second harmonic detection is that the first
portion of the curve is approximately the interferometric autocorrelation of the pulse. The
transmission corresponding to out-of-phase pulse sequence is the lower envelope near zero
delay (weaker pulse because of destructive interference) and becomes the upper envelope
for larger delays (larger transmission on resonance for out-of-phase pulse sequences).

In the time domain the experiment can be explained as follows. The first signal
emerging out of the interferometer of Fig. 11.16 excites the resonant transition in
lithium vapor. The induced dipoles reradiate a field which opposes the applied
field and therefore cause absorption. The energy stored in the medium will be
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restituted to the second signal emerging out of the interferometer if the latter is
180o out of phase with the first pulse (the reradiated field adds in phase with the
applied electromagnetic signal). Maximum absorption occurs for in-phase pulse
sequences. The signal versus delay should therefore show an interference pattern
with a periodicity in delay equal to the light period.

The constructive/destructive interferences that extend beyond the region of
pulse overlap decay with the collision time of the resonant sodium atoms with a
buffer gas (Ar, 1000 torr pressure). Second harmonic detection was used in that
particular example [22]. By using second harmonic detection, the transition be-
tween the region corresponding to pulse interferences, and coherent interaction
effects, can easily be identified. For delays smaller than the pulse duration, the
pulse interference pattern is an interferometric autocorrelation (see Chapter 10).

In the case of an inhomogeneously broadened line, the phase dependence of
the interaction disappears in the weak pulse limit. We have seen in Chapter 3 that
the weak pulse absorption is proportional to the spectral overlap of the line and
pulse. As shown by Eq. (3.95), in the case of purely inhomogeneous broadening
and no saturation:

dW
dz
∝

∫ ∞

−∞

ginh|E(Ω)|2dΩ = −α0W, (11.32)

and the absorbed energy is independent of the phase content of the pulse. There
is, however, a difference in nonlinear transmission [for which the approximation of
Eq. (11.32) does not apply] of “in-phase” and “out-of-phase” pulse sequences, even
in the case of inhomogeneous broadening. Let us consider a sequence consisting
of two pulses. If each half of the pulse sequence has an area between 0 and π, the
zero-area pulse sequence will be absorbed more strongly than the “in-phase” pulse
sequence. The physical reason can be explained simply by considering the origi-
nally uniform absorption spectrum [Fig. 11.18(a)] in which the first pulse burns a
hole, which is seen by the second pulse as an inverted homogeneously broadened
line [Fig. 11.18(b)]. For the “in phase” pulse sequence, there is less absorption
because of the reduced absorption of spectral components at the pulse average fre-
quency [Fig. 11.18(c)]. In contrast, the zero-area pulse sequence does not have
spectral components overlapping with the center of the hole [Fig. 11.18(d)]. Ho-
wever, if each half of the pulse sequence is a π pulse, the system will be returned
to ground state independently of the relative phase of the pulses.

The phase relaxation time T2 can be extracted [23] by measuring the ratio of
the energy transmission factor ∆W/W for a sequence of pulses 180o out of phase
to the same transmission factor for the “in phase” pulse sequence, as a function
of total energyW in the pulse sequence. The corresponding values of απ/α0 are
plotted in Fig. 11.19 for three values of the phase relaxation time T2.
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Figure 11.18: Interaction of an in-phase and out-of-phase two-pulse sequence with an
homogeneously broadened absorbing transition. Initially (a), the line profile is uniform.
At t = t1, the first of a two-pulse sequence burns a hole in the uniformly inhomogeneously
broadened absorption line (b). The second pulse no longer sees a uniform line, but an
inverted homogeneously broadened line. The absorption will be smaller for the in-phase
pulse sequence (c) which has more spectral components (dotted line) overlapping with the
center of the hole, than with the out-of-phase pulse sequence (d).

Figure 11.19: Ratio of the relative energy transmission for the 180o out-of-phase απ to
the in-phase α0 pulse sequence, as a function of pulse energyW, for various values of the
phase relaxation time T2, for an absorption line with infinite inhomogeneous broadening.
The pulses are Gaussian, with a temporal separation equal to twice their duration (FWHM).
The phase relaxation times are 100× (a), 6× (b), and 1× (c) the pulse duration.
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The main advantages of zero-area pulse excitation as applied to the determina-
tion of phase relaxation times are:

• the pulses of the sequence can overlap

• phase relaxation times shorter than the pulse duration can be measured

• the experimental technique is particularly simple

• a 180o pulse sequence has zero area for transitions of different degeneracy
and dipole moment

The last property results in an easier interpretation of the data when the measu-
rement covers more than one type of transition. The extension of this method to
molecular multiphoton transitions has been discussed in Refs. [24,25]. In addition
to the measurement of a dephasing time for a multiphoton transition, the pattern of
absorption versus relative phase of the pulse sequence can be used to identify the
type of resonance [25].

11.10 Impulsive stimulated Raman scattering

11.10.1 General description

Some molecular vibrations — for instance the stretching mode of a symmetric
diatomic molecule such as N2 — cannot be directly excited by a resonant electro-
magnetic field. However, such dipole forbidden transitions between states of equal
parity and angular momentum can be accessed by a transition involving two pho-
tons. In resonant Raman scattering, the difference between the optical frequencies
of the two photons involved in the transition is equal to the frequency of the mecha-
nical vibration being excited. Let us consider, for instance, a molecular vibration
of frequency ω21 between two states |2〉 and |1〉 of identical parity [Fig. 11.20(a)].
The molecule can be brought in the vibrationally excited state |2〉 by a succession
of optical excitations via the dipole allowed transitions |1〉 → 〈`| and 〈`| ← |2〉,
involving photons of frequencies ω`1 and ω`2.

Because of the broad bandwidth of the fs pulse, stimulated Raman scattering
can occur through the mixing of various spectral components of the ultrashort op-
tical pulse [Fig. 11.20(b)]. For example, a molecular vibration is initiated by the
sudden impulse exerted by the electric field of the pulse. The sample selects a pair
of frequency components whose difference is in resonance with the eigenfrequen-
cies of a Raman transition. This type of Raman scattering is called “impulsive
stimulated Raman scattering” [26]. The fs excitation makes it possible to excite in
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Figure 11.20: (a) Excitation of a Raman transition |1〉 → |2〉 via an electronically excited
state 〈`|. (b) For a fs pulse of average carrier frequency ω`, the two frequency components
of the Raman transition are contained within the pulse spectrum. The medium itself selects
the frequency pairs suitable to drive the Raman transition.

phase a macroscopic ensemble of vibrating molecules. In solids, it is a coherent
excitation of lattice vibrations that is achieved.

It is generally not possible to achieve a complete excitation of the Raman tran-
sition with a single fs pulse. Many Raman-active modes can sometimes be acces-
sed by the same fs pulse. However, if the process of impulsive stimulated Raman
scattering is repeated at each cycle 2π/ω3 of a Raman transition, the excitation
will be enhanced. The selectivity of the process is also increased by the periodic
excitation [27].

Impulsive stimulated Raman scattering can be used to analyze vibrational mo-
tions — for instance to determine their decay through pump-probe techniques. Sy-
nchronous excitation by a train of pulses can lead to substantially larger amplitudes
of motion. This excitation process can generate high-frequency vibration. A train
of pulses spaced by a picosecond can generate THz LO phonons in semiconduc-
tors, which have a wavelength in the 100 Å range, and can therefore be used for
high-resolution imaging in solids.

11.10.2 Detection

The change in matter properties associated with the Raman excitation can be pro-
bed in a variety of ways. One can, for instance, probe an induced birefringence,
in which case the rotation of the probe polarization will be measured, as detailed
in Section 11.5. In parallel polarization (probe polarization parallel to that of the
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pump), the attenuation of the probe will be modulated with delay, because the
probe pulse can also induce Raman transitions. The phase of the oscillations of
attenuation versus delay of the probe depends on the particular spectral component
that is being probed. In the example reproduced in Fig. 11.21, the pump and probe
have the same polarization and are sent nearly collinearly through a sample of li-
quid CH2Br2 [26]. The transmitted probe is dispersed by a monochromator. Two
frequency components (609 nm and 620 nm) are displayed as a function of delay
in Fig. 11.21.

Figure 11.21: Transmission versus delay for two spectral components of the probe signal,
for a sample of CH2Br2 pumped by a 65 fs pulse of a few µJ energy at 615 nm. The
excitation and probe pulses are focused to a 200 µm spot size, at an angle of 5o, into a 2
mm sample cuvette (from [26]).

Both spectral components are seen to oscillate with delay at the molecular
vibration frequency, but with opposite phase. A simple explanation is that at a
particular delay, the position of the vibrating coordinates is such that the 609 nm
radiation is absorbed, and the 620 nm reinforced by the Raman transition. For a
delay corresponding to half a vibration cycle later, the 609 nm transition will be
reinforced, and the 620 nm attenuated.

So far we have assumed a single pump pulse to induce the Raman signal. A
standing wave pattern can also be generated for the impulsive stimulated Raman
signal, either through a periodic configuration of the sample, or through the use of
two intersecting pump pulses.

An example of sample periodicity is a multiple quantum well structure, of
which the spacing between wells is made to match the wavelength of the pho-
non to be generated. The phonon can be generated by a train of fs pulses spaced
by the phonon period, tuned to the intraband absorption in the quantum wells. The



550 CHAPTER 11. MEASUREMENT TECHNIQUES

periodic spatial structure that is excited is responsible for the spatial coherence of
the phonon [28]. The excitation by a periodic pulse sequence ensures temporal
coherence of the created phonons.

It is also possible to create a standing wave Raman excitation with two inter-
secting pump pulses of the same frequency [26]. The temporal evolution of the
vibration is easily analyzed through diffraction of a probe pulse by the standing
wave pattern.

11.10.3 Theoretical framework

The same density matrix formalism as in Chapters 3 can be used to describe im-
pulsive stimulated Raman scattering. As in Fig. 11.20, we will consider Raman
transitions between a ground state |1〉 and a first excited state |2〉 of a vibrational
mode with frequency ω21 . The states |1〉 and |2〉 are infrared inactive, i.e., there
is no dipole allowed transition |1〉 → |2〉. Coupling between these two states can
occur via any electronic state 〈`|. All states |`〉 connected to |1〉 and |2〉 via a dipole
transition will contribute to the Raman transition. We assume the optical field E to
be off-resonant with all single-photon transitions. For this assumption to hold, the
detuning of the intermediate levels 〈`| has to exceed several pulse bandwidths.

The evolution of the system is described by the density matrix equations (3.63).
For the particular level system being considered:

∂ρ12

∂t
− iω21ρ12 = −

iẼ+

~

∑
`

(ρ1`p`2− p1`ρ`2)

∂ρ22

∂t
= −

iẼ+

~

∑
`

(ρ2`p`2− p2`ρ`2)

∂ρ1`

∂t
− iω`1ρ1` = −

iẼ+

~

∑
j

(ρ1 j p j` − p1 jρ j`), (11.33)

where the sum over j applies to any level connected to 〈`| by a dipole transition,
including levels 1 and 2. A similar equation applies for ρ2`.

As we have seen in Chapter 1, it is more convenient to decompose the off-
diagonal matrix elements ρ1` and ρ2` into an envelope and fast varying phase term.
For instance:

ρ1` = %1` eiω`t (11.34)

and a similar equation for ρ2`. Substituting Eq. (11.34) into the third equation (11.33),
and keeping only the levels 1 and 2 as levels that are dipole connected to levels `:

∂%1`

∂t
+ i(ω` −ω`1)%1` = −

iẼ
2~

(ρ11 p1` +ρ12 p2`). (11.35)
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The assumption of the intermediate levels 〈`| being off-resonance enables us to use
the adiabatic approximation. This is a standard approximation used routinely in
the context of deriving interaction equations in condition of two (and more) photon
resonance [29]. A detailed analysis of the use of the adiabatic approximation in
the context of two-photon transitions can be found in [29]). Essentially, the second
term in the left hand-side of Eq. (11.35) dominates, and we can approximate %1` by
its steady state value:

%1` =
−Ẽ(ρ11 p1` +ρ12 p2`)

2~(ω` −ω`1)
, (11.36)

and a similar equation for %2`. Substituting into the first equation (11.33), we find
the evolution equation for the coherent Raman excitation:

∂ρ12

∂t
− iω21ρ12 = −

i
4~2 ẼẼ

∗
∑
`

(
ρ11

p1`p`2
ω` −ω`1

−
p1`p`2
ω` −ω`2

ρ22

)
(11.37)

Of particular interest is the amplitude of the off-diagonal element ρ12. Let us define
a (complex) amplitude %12 similarly as in Eq. (11.34): ρ12 = %12 exp(iω12t). In
addition, to simplify the discussion, let us assume, that there is only one level 〈`|
that dominates the interaction. We note that ω` −ω`2 = (ω` −ω`1)[1 +ω21/(ω` −
ω`1)]. Substituting in Eq. (11.37) yields:

∂%12

∂t
eiω21t =

ip1`p`2
4~2(ω` −ω`1)

ẼẼ∗ (%22−ρ11) (11.38)

where %22 = ρ22/[1+ω12(ω`−ω`1)]. We recognize in Eq. (11.38) a Rabi frequency
similar to the two-photon Rabi frequency discussed in Chapter 3:

p1`p`2
4~2(ω` −ω`1)

Ẽ(t)Ẽ∗(t) =
r12

~2 Ẽ(t)Ẽ∗(t). (11.39)

The evolution equations for the density matrix components can be rewritten:

∂%12

∂t
= i

r12

~2 ẼẼ
∗e−iω21t [%22−ρ11

]
∂ρ22

∂t
= −2Im

[r12

~2 ẼẼ
∗%12eiω21t

]
. (11.40)

The form of the set of equations (11.40) is similar to Bloch’s equations (3.68)
and (3.69). In the weak pulse approximation (ρ11 ≈ 1), after passage of the fs
excitation, the off-diagonal matrix element oscillates at the Raman frequency:

ρ12 ≈ −ieiω21t
[∫ ∞

−∞

r12

~2 Ẽ(t′)Ẽ∗(t′)e−iω21t′dt′
]

= −ieiω21t
[∫ ∞

−∞

r12

~2 Ẽ(Ω)Ẽ∗(Ω−ω21)dΩ

]
. (11.41)
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Equation (11.41) is obtained by integrating the first differential equation (11.40)
with ρ11 ≈ 1 and ρ22 ≈ 0. It can be seen immediately from the convolution in
Eq. (11.41) that, for efficient Raman excitation, the pulse spectrum should be broad
compared with the Raman frequency ω21. Indeed, for ω21� τ−1

p , there is no over-
lap between Ẽ(Ω) and Ẽ(Ω−ω21). The dimensionless quantity

θR =

∫ ∞

−∞

r12

~2 Ẽ(Ω)Ẽ∗(Ω−ω21)dΩ (11.42)

is the analogue of the tipping angle of the polarization in the Bloch vector model.
We recognize from the analogy between Eqs. (11.40) and Bloch’s equations (3.68)
and (3.69), and the description of the vector model in Chapter 3, that an angle θR on
the order of unity will be required to bring the ground state population to a vibrati-
onal excited state of energy ~ω21. It is left as a problem at the end of this chapter
to demonstrate that the convolution in θR can be maximized by using, instead of
a single pulse, a train of pulses spaced in time by τd = 2nπ/ω21 (n integer). The
increase in selectivity can be inferred from the form of θR in the frequency dom-
ain [Eq. (11.42)]: θR vanishes for a pulse spacing ∆t , 2π/ω21, in the case of a
large number of pulses and undamped oscillations. The technique of using a sy-
nchronized pulse train can also lead to much larger amplitudes of motion than a
single pulse [27]. Methods of generating such pulse trains have been presented in
Chapter 9.

11.10.4 Single pulse shaping versus mode-locked train

The expression (11.42) for θR can be maximized by a pulse train whose repetition
rate is any submultiple of the frequency ω21/2π. With ω21 in the THz range, one
technique is to “shape” a fs pulse into a sequence of pulses. Another possibility
is to tune the mode-locked period of the laser to T = 2nπ/ω21 (n integer). Such
a technique is reminiscent of high-resolution coherence spectroscopy, where the
repetition rate of mode-locked trains is tuned to a submultiple of an atomic reso-
nance, leading, for instance, to enhanced quantum beats [30]. With advances in
semiconductor lasers, repetition rates in the GHz to THz range are accessible with
fs pulses. The repetition rate of passively mode-locked lasers can also be tuned
continuously by adjusting the cavity length [31].

A question that arises is: what is the lowest repetition rate that can be used to
excite a particular resonance ω21? That question can be simply answered by mo-
deling the resonant system by a classical oscillator, driven by an infinite series of δ
function forces separated by a time T . Each successive pulse excites the particular
oscillation corresponding to the resonance. This oscillation is represented in the
classical model by the displacement x of an oscillator of mass m, restoring force
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−Kx, and damping constant b. The oscillation is not completely damped before the
time of arrival of the next pulse, which, if T is a multiple of 2π/ω21, will reinforce
the motion. After an infinite number of driving pulses, the damped oscillation be-
tween two successive driving pulses will be stationary (see Fig. 11.22). Assuming

Figure 11.22: Damped molecular vibration, following impulsive stimulated Raman ex-
citation by a train of ultrashort pulses. The amplitude of the oscillation will be maximum
for a pulse separation equal to a multiple of the period of the molecular vibration.

(2N + 1) pulses in the train, the periodic driving force is represented by a series
of δ functions: F = F0

∑N
j=−N δ(t− jT ). The equation of motion for the classical

oscillator is:

mẍ + bẋ + Kx = F0

N∑
j=−N

δ(t− jT ). (11.43)

Simple Fourier transformation of this equation leads to a solution for the amplitude
x(ω). Taking the inverse Fourier transform of that solution yields x(t):

x(t) =
F0

2π

∑
j

I j (11.44)

with

I j =

∫ ∞

−∞

eiω(t− jT )

(K −mω2) + ibω
dω. (11.45)

The integrand I j in Eq. (11.45) has two poles at ω = iΓ±ω21, and ω2
21 = K/m−

Γ2 and Γ = b/2m. The stationary solution for the oscillator is found by contour
integration and summation (over j) of the geometric series:

x(t) =
1
2

A(T )e−Γt+iω21t + c.c. (11.46)
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with

A(T ) =
iF0

ω21

1
1− eΓT+iω21T

=
iF0

ω21

1− eΓT−iω21T

1 + e2ΓT −2eΓT cosω21T
. (11.47)

A(T ) is essentially the amplitude of the first cycle of oscillation. Its value is max-
imum and equal to iF0/[ω21(1− eΓT )] when ω21T = 2nπ, and minimum, equal to
iF0/[ω21(1 + eΓT )] for ω21T = 2(n + 1)π. The modulation depth (1− eΓT )/(1 + eΓT )
is thus determined solely by the damping rate and the period of the driving force
T . When driving a system at a subharmonic of the resonant frequency, the term
ω21T in Eq. (11.47) can be very large (ω21T = 2nπ, with n a large integer). The
“resonances” (values of the periodicity T that satisfy the resonance condition) are
closely spaced. The damping factor Γ determines which subharmonic N can still
be used to drive effectively the resonance ω21. Each δ-function force sets off an os-
cillation, which should not be completely damped before being reinforced by the
next exciting pulse.

11.11 Self-action experiments

Pump-probe experiments are intended to provide information on linear and nonli-
near properties of matter. As noted earlier, there is a fundamental temporal limi-
tation. For the measurement interpretation, the pump or excitation process should
be completed before the medium is probed. One could try to obtain information
on the properties of matter by measuring the time resolved fields of a single pulse
incident, reflected and/or transmitted by a thin sample (Fig. 11.23), using some of
the techniques outlined in Chapter 10.

In the case of a linear interaction with the medium, the problem is analogous
to the analysis of a linear circuit. For instance, referring to Chapter 1 [Eqs. (1.84)
through (1.90)], the complex dielectric constant ε̃(Ω) = ε0[1 + χ̃(Ω)] can be extrac-
ted by taking the Fourier transform Ẽ(Ω) of the incident (i) and transmitted (t)
fields:

1 + χ̃(Ω) = −
c2

z2Ω2 ln2
[
Ẽt(Ω)
Ẽi(Ω)

]
(11.48)

where z is the sample thickness.
There is no simple algorithm that can solve the general problem of retrieval of

a nonlinear susceptibility χ(n)(Ω) from a series of measurements of incident, trans-
mitted, and reflected fields. Some assumptions have to be made — for instance, that
all nonlinear susceptibilities except the third order, χ(3), can be neglected. Within



11.12. PROBLEMS 555

Figure 11.23: For linear systems, and some simple nonlinear systems, the complex
susceptibility can be completely determined from single pulse transmission (reflection)
measurements, provided the amplitude and phase of the incident, transmitted, and reflected
signals can be completely determined.

this approximation, measurement of the third harmonic transmitted field Ẽ3ω leads
to a determination of the third-order susceptibility:

χ(3)(Ω) =
2c∆z
ω`

Ẽ3ω(Ω)
Ẽ2(Ω)

. (11.49)

The transmission measurements provide information on the bulk properties of
the sample. Properties at the surface can be analyzed by measuring the reflected
field. For instance, at normal incidence, the reflection coefficient is approximately
χs(Ω)/[4 +χs(Ω)], where χs(Ω) is the complex susceptibility at the surface (assu-
med to be� 1). In the presence of resonances, these complex susceptibilities may
have a complicated functional dependence on the optical field.

11.12 Problems

1. Referring to Section 11.3, derive in detail Eqs. (11.5) through (11.9). Find
the effect of the beam geometry on the temporal resolution for a square tem-
poral profile, and square spatial profile in x and y.

2. A transient grating experiment is performed with a semiconductor. Let us
assume that we have an amplitude grating only and that the carrier density
n(x, t) obeys the equation for ambipolar diffusion (one-dimensional model):

∂n
∂t
−D

∂2n
∂x2 = 0. (11.50)

Derive a formula that relates the diffraction signal versus τd to the diffusion
parameter D to be determined. From the diffusion parameter one can then
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obtain the carrier mobility µ = eD/(kBT ), where e is the electron charge, kB

Boltzmann’s constant, and T the temperature.

3. Prove that in a transient grating experiment the diffraction of a probe pulse
measured as function of the delay between the two pump pulses contains the
information on the transverse relaxation time T2. Assume an ensemble of
homogeneously broadened two-level systems, weak excitation, thin samples.

4. The purpose of this problem is to compare impulsive stimulated Raman scat-
tering excited by a single pulse and a train of identical pulses. The period of
the Raman oscillation to be excited is 1 ps, and its damping time is 500 ps.
The molecular system has a resonant absorption at 750 nm. The laser system
delivers a Gaussian pulse of 50 fs duration, 1 nJ energy, at 770 nm, focused
into the sample with a beam waist of w0 = 200 µm. The dipole moment of
the transitions p1` = p`2 = 6 10−29 Cm. Calculate the off-diagonal matrix
element ρ12 resulting from the excitation by the Gaussian pulses. Assume
next each fs pulse is replaced by a train of 10 Gaussian pulses of 50 fs dura-
tion, but of 0.1 nJ energy each. Calculate the off-diagonal matrix element as
a function of the period of this pulse train (in the range 1–10 ps).
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Chapter 12

Examples of Ultrafast Processes
in Matter

12.1 Introduction

A microscopic analysis of many fundamental processes in matter starts at the ps
or fs time scale. Primary events associated with macroscopic transformations that
appear relatively slow, such as chemical reactions, photosynthesis, phase changes,
and human vision, evolve on a fs time scale. A mere listing of all processes in bio-
logy, chemistry, and physics that are being actively investigated is already beyond
the scope of this book. A detailed introduction of these topics can be found for
example in the books by Kaiser et al. [1], De Schryver et al. [2], Shah [3] and Mu-
kamel [4]. A periodic update of these topics is published in the proceedings of the
bi-annual conferences on “Ultrafast Phenomena” [5].

Rather than to attempt an extensive review, this chapter will focus on a few
examples of ultrafast events in matter, and their measurement. We shall proceed
by order of material systems of increasing complexity. The simplest system is the
single atom, in which wave packets representing the motion of the electron in a
Rydberg orbit can be analyzed with ultrafast techniques. Next, we proceed from
the single atom to simple molecules to dissociating molecules — a step towards
chemical reactions. The next form of arrangement of atoms is condensed matter,
in which fs techniques are particularly powerful in analyzing changes of phase. Fi-
nally, biological systems offer the ultimate in molecular complexity. Femtosecond
techniques are an essential tool in unraveling, for example, the primary processes
of vision and photosynthesis.

561
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12.2 Ultrafast transients in atoms

12.2.1 The classical limit of the quantum mechanical atom

Bohr’s model of the hydrogen atom was based on the concept of the electron des-
cribing a classical trajectory in the attractive potential of the nucleus. The quan-
tization relation introduced empirically by Bohr (see, for instance Ref. [6]) states
that the angular momentum of the orbits is quantized:

memp

me + mp
3r = pr = ~n (12.1)

where 3 is the radial velocity of the electron (p its linear momentum) along the
orbit of radius r, me and mp are the masses of the electron and proton, and n is
the quantum number. The classical picture of the orbiting electron violates the
uncertainty principle for small quantum numbers n. In order to be able to describe
the electron motion by a classical trajectory, the uncertainty in position (∆r) and
momentum (∆p) should be smaller than r and p, respectively, or:

∆r
r

∆p
p
� 1 (12.2)

�
~

n~
. (12.3)

The last inequality (12.3) is simply obtained by substituting the uncertainty prin-
ciple and the quantization condition (12.1) into the classical representation con-
dition (12.2). The two conditions (12.2) and (12.3) are only compatible for large
values of the quantum number n, or large orbits. States characterized by a high
principal quantum number are called Rydberg states. The classical orbit becomes
a reasonable approximation for these states with large quantum number n.

12.2.2 The radial wave packet

A fs pulse cannot be used to excite an atom from its ground state to a single Ryd-
berg state, because Rydberg states are closely spaced as compared to the bandwidth
of ultrashort pulses. Instead, a fs pulse will excite a superposition of many Ryd-
berg states. This superposition is a wave packet localized in the radial coordinate.
The period of oscillation corresponds to the period of the Kepler orbit of a classical
particle with the energy corresponding to that of the average Rydberg state excited.

The experimental technique to observe the radial motion of the electrons along
these Kepler orbits is a pump-probe experiment. The pump pulse excites the atoms
to a superposition of Rydberg states. The number of ions (or free electrons) produ-
ced by a subsequent probe is recorded as a function of delay. As explained below,



12.2. ULTRAFAST TRANSIENTS IN ATOMS 563

the number of ions can be related to the position (velocity) of the electron along its
Kepler orbit [7–9].

Figure 12.1: An ensemble of classical Kepler orbits make up the radially localized wave
packet created by fs excitation of the ground state atom. The major axes of the ellipses are
randomly distributed over all directions with a sin2θ distribution, but each electron has the
same angular coordinate in various ellipses (from [7]).

There is no localization in the angular coordinates. If the ground state is an S
state, the states forming the wave packet are P-states with various principal quan-
tum numbers. Each of these states has as an angular dependence proportional to
the square of a single spherical harmonic, a dependence in sin2θ in the case of the
l = m = 1 state (where l and m are the usual eigenvalues of the orbital angular mo-
mentum and its projection along a z axis). The classical description of a Kepler
orbit applies: Rather than a single orbiting electron, we should visualize an en-
semble of non-interacting particles orbiting the nucleus, with their principal axes
distributed according to the sin2θ distribution (Fig. 12.1). This ”radial Rydberg
wave packet” will move in the effective atomic potential between the two classical
turning points. It is a radial wave packet, because only a few angular momentum
eigenstates can be excited (selection rule l→ l±1), and the angular coordinates of
the Rydberg electron are delocalized in a quantum mechanical sense [10]. Each of
these orbits correspond to approximately the same energy, hence the same classical
period. Therefore, with all particles moving in phase along the various elliptical
orbits, they arrive at the same time close to the nucleus, as illustrated in Fig. 12.1.
To the motion of the charged particle is associated an electric current J = e3 pro-
portional to its velocity 3. The Rydberg wave packet is excited by a pump pulse.
The energy absorbed by a delayed probe pulse of electric field Ep is proportional
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to J ·Ep. The absorbed energy is large if the delay is such that the pulse reaches the
atoms with the electron near the nucleus (maximum velocity), and substantial io-
nization will result. At the other turning point far away from the core, the electron
is nearly a free particle (which will not absorb radiation).

The photoionization versus probe delay is shown in Fig. 12.2. The signal os-
cillates at the classical orbital frequency. However, because the Rydberg states
are not equally spaced in frequency, the states get out of phase, and the wave-
packet decays. Owing to the finite number of states excited, the observed decay
of the wave-packet shown in Fig. 12.2 is not an irreversible process: After a large
number of cycles, the components of the wave packet come back in phase [11],
a process called “revival” of the wave packet. One can also observe “fractional
revivals” [9]. For instance, during the one-half fractional revival, every other state
in the superposition comes into phase, leading to the formation of two wave pac-
kets. Experimental evidence of the formation of two wave packets is the change in
oscillation frequency to twice the orbital frequency in Fig. 12.2.

12.2.3 The angularly localized wave packet

Radial localization was obtained by creating a superposition of states correspon-
ding to a large radial quantum number n, spanning a group of values ∆n. Similarly,
angular localization will require the superposition of excitations to a large angular
momentum l, spanning a group of values ∆l. Since a single photon carries only one
unit of angular momentum, many photons are required to reach the high angular
momentum states from the ground state. The technique devised by Yeazell and
Stroud [12] is to excite sodium atoms from the ground state to the n ≈ 50 manifold
of states via a two-photon transition, using circularly polarized light at 483.7 nm
from an excimer pumped dye laser. A radio-frequency (rf) field is used to create the
high angular momentum wave packet through 30-photon excitation from the 50d
state to states grouped around l = 32 (n = 50, 29 < l < 37, m = l). The orientation
of the wave packet lies along the direction of the rf-field vector at the time of the
optical excitation. Since the precession and rate of dispersion of the wave packet
are very slow (order of ms), detection can be made through ionization with a pulsed
electric field [12]. The wave packet is localized in the angular direction, but not
in the radial direction. The classical description is that of an ensemble of elliptical
orbits, all with their axes aligned along the direction of the rf field. However, the
phases of the motion along the ellipses are not determined, resulting in an elliptical
distribution in space that is approximately stationary in time.

Techniques involving ultrashort optical and electrical pulses have been propo-
sed by Gaeta et al. [13] to localize wavepackets in the radial and angular coordina-
tes. This would produce an atomic electron in a classical orbit.
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Figure 12.2: Photoionization signal as a function of probe delay. (a) Experimental recor-
ding. (b) Theoretical simulation. The Rydberg wave packet spans ∆n = 5 and is centered
around the Rydberg state n = 72 of atomic potassium (wavelength of pump pulse 285.6
nm). The probe is at 571.2 nm. (From Ref. [9].)

12.3 Ultrafast processes in molecules

12.3.1 Observation of molecular vibrations

Simple molecules

When single atoms combine to form molecules, additional internal degrees of free-
dom, such as rotations and vibrations, arise, with transients in the picosecond and
femtosecond range.

Instead of an electron moving in the field of an atom, we shall now consider
the case of an atom in a molecule. For the purpose of illustration let us consider
as specific system the I2 molecule for which the potential curves of the electro-
nic states are reproduced in Figs. 12.3 and 12.4. A fs pulse is used to excite the
X(3” = 0)→ B(3′ = n) transition in the 500–600 nm wavelength range (where 3
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characterizes the vibronic excitation). Owing to the broad excitation spectrum, the
fs pulse creates a coherent superposition of vibronic states of mean quantum num-
ber n. Note that during the short fs interaction the nuclear motion can be neglected,
which corresponds to a vertical transition in Figs. 12.4 or 12.3. The time evolution
of this system can be viewed as the motion of this wave packet in the molecular
potential. The classical limit is the mechanical (harmonic) oscillation with a cha-
racteristic vibration frequency ω3ib. As in the case of the electron in a Rydberg
atom, the periodic motion of the wave packet can be observed with fs techniques.

There are several techniques available to monitor the quantum state of excited
molecules. They are based on the fact that the interaction strength with a second
light pulse depends on the instantaneous location and shape of the wave packet. If
the experiment is carried out in a molecular beam, a delayed fs pulse can be used
to excite the molecule from state B to a dissociative state. The fragments can be
monitored with a mass spectrometer. If the measurement is carried out in a cell,
the population of the B state can be observed simply through the fluorescence from
the B state to the ground state. To probe the dynamics of the vibration, the mole-
cule can be irradiated by probe pulses identical to those that created the excitation
(except for the timing and phase). Since the excited state still represents a stable
molecule, return to ground state stimulated by the second pulse will be possible
at periodic intervals corresponding to the vibrational period of the electronically
excited I2 molecule (Fig. 12.3).

The experimental technique is essentially that of the zero-area pulse experiment
described in the previous chapter. In the case of I2, the excitation wavelength
should be in the range of 608 to 613 nm. The zero-area pulses are generated in a
Mach–Zehnder interferometer and sent through a 5 cm long room temperature I2
cell at 0.25 torr [14]. The fluorescence is detected at a right angle. The return to
ground state will occur if the delayed probe of the same wavelength as the pump
is π out of phase with the exciting pulse. If instead the probe is in phase with the
first pulse, the excitation will be reinforced. As in the case of the radial Rydberg
wave packet, the classical picture for an oscillating particle fully applies. The
envelope of the fluorescence pattern for in-phase and out-of-phase pulse sequences
is shown in Fig. 12.3(b) (from [14]). The successive peaks are separated by 278
fs. This spacing corresponds to the superposition of the vibrational levels of the B
state pumped by excitation at 611.2 nm from the thermally populated levels of the
ground state. The classical picture is that we are seeing the period of the oscillation
of the excited molecule, corresponding to a vibration frequency of 3.6 THz.

Another possibility to measure the dynamics of the wave packet is to probe the
excitation of state B into a bound state B1 [Fig. 12.4(a)] with a time delayed pulse
of different frequency (λ2 = 310 nm) [15]. This was done by measuring the fluo-
rescence from state B1 as a function of the delay between the excitation pulses, as
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shown in Fig. 12.4(b). The short time oscillation has the period of vibration of the
molecule, or period of wave packet motion in the B state. The periodical behavior
of the oscillation period is due to a revival of the wave packet (see, for instance,
Ref. [11]). The wave packet consists of a finite number of nearly equally spaced
energy states (anharmonic potential). This causes the wave packet to spread as time
progresses so that it is no longer localized. As a result, the periodic behavior of the
fluorescence disappears. However, since only a finite number of states is excited
by the fs pulse and forms the wave packet, a rephasing of the states occurs after a
certain time period. As in the case of the Rydberg states, the wave packet again
becomes localized, which manifests itself in an increased modulation amplitude of
the fluorescence.

Complex molecules

Vibrations and other motions The interpretation of the vibrational studies is
particularly simple for isolated diatomic molecules. Molecular vibration and vibra-
tional relaxation, of course, occur in more complex systems, too. As an example,
let us consider organic dye molecules in solution. As outlined in previous chap-
ters these systems have gained importance as laser dyes and saturable absorbers,
and have therefore been extensively studied. Because of the large number of in-
ternal degrees of freedom and the strong interaction with the solvent, the damping
of coherently excited wave packets and the vibrational relaxation often proceed on
a sub-picosecond time scale. Wise et al. [16] observed a damped sinusoidal de-
cay in a pump-probe absorption experiment. For the dye Nile Blue, for example,
they could identify eight different oscillation frequencies, documenting the large
manifold of molecular eigenmodes of this complex system. Femtosecond techni-
ques have also been successfully applied to the spectroscopic characterization of
clusters, see, for example, [17].

An absorption spectrum of a dye solution taken with an ordinary spectrophoto-
meter typically exhibits a resonance corresponding to the S 0→ S 1 transition with a
spectral width of several tens of nanometers. This broad absorption profile results
from a very large number of rotational and vibrational states within one electronic
state. An interesting question is whether the transition is homogeneously or inho-
mogeneously broadened. As explained in Chapter 3 (Fig. ??), the answer depends
on the time scale on which the experiment is performed. A convenient experimen-
tal technique is time resolved hole burning.

Hole burning Hole burning or saturation spectroscopy is the standard technique
to determine the homogeneous linewidth (T−1

2 ) in gases and vapors. In the case of
condensed matter, a fs variation of that technique can be used. First, an intense fs
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pump pulse is applied to saturate a particular transition. Let us consider as a speci-
fic example a hole burning experiment performed on cresyl violet [18]. The 60 fs
wide pump pulse (centered at 618 nm) excites the S 0(3 = 0)→ S 1(3 = 0) transition
of the molecule (Fig. 12.5). Since the occupation numbers of the 3 = 0 transition
in the S 0 and S 1 electronic state are modified, an absorption change in the 0→ 1
and 1→ 0 transition is also observed immediately after excitation. A fraction of
the pump pulse is chirped and compressed — and hence spectrally broadened —
to probe the modified absorption spectrum of the sample. Twelve millimeters of
fiber and a pair of gratings compress that fraction of the pump down to 10 fs, using
the technique outlined in Chapter 9. For every delay increment, the difference
spectrum (with and without pump) is recorded. The resulting plot reproduced in
Fig. 12.5 (b) shows clearly that three successive holes are burnt in the absorption
profile. The inverse of the linewidth of the hole indicates a phase relaxation time
of T2 = 75 fs. A plot of the differential absorption versus time also shows a fast
transient. The decay of the hole structure with time is a measure of the cross relax-
ation. The red shift of the peak in the differential absorption indicates vibrational
relaxation. The spectral feature gives in this case a more positive identification of
the homogeneous broadening than the more complex temporal transient.

12.3.2 Chemical reactions

One of the great frontiers in chemistry is detailed experimental investigations of
chemical reactions in progress from reactants through a transition state to products.
Until recently, understanding of the evolution of the transition state relied almost
exclusively on theoretical treatments. For a three-atom system with a small number
of electrons, calculations may provide potential energy surfaces on which to com-
pute classical trajectories to simulate chemical reactivity. To adequately reflect
observable chemical phenomena, the accuracy of these energy potential surfaces
needs to be on the order of 1 kcal/mole, an appalling figure for spectroscopists,
since it corresponds to a spectral uncertainty of 350 cm−1 (or 1013 s−1)! The uncer-
tainty is even worse for more complex molecular systems with many more internal
degrees of freedom, hence the need for an experimental technique that will directly
measure the potential energy surfaces of the transition states.

Femtosecond pulses offer the possibility of separating the electronic and nu-
clear parts of the wave function, and therefore work directly within the framework
of the Born–Oppenheimer approximation (see, for instance, [6]). One of the new
methods discussed in the beginning of this section is to coherently excite or de-
excite a transition from a ground to a higher energy potential surface. The advan-
tage of the fs pulse excitation is that no substantial change in nuclear coordinates
can take place during the interaction with light.
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For the study of chemical reactions, the experimental difficulty is that measu-
rements cannot be made on a single isolated molecule, and it seems difficult at best
to synchronize (for instance) pairs of molecules involved in bimolecular reactions.
In the case of unimolecular reactions, however, it is possible to use a femtosecond
pulse to initiate synchronously the dissociation of a group of molecules (excitation
to a repulsive potential surface V1), and to monitor subsequently their evolution to
products with delayed probe pulses [19] as sketched in Fig. 12.6.

Potential curves have been extracted from such measurements [21]. The probe
pulse induces transitions from the repulsive potential surface V1 (along which the
dissociating molecule is moving, following excitation by the pump), to another
potential surface V2. For a given delay τd, the probe absorption versus probe wave-
length approximates a step function, where the wavelength at the step is a measure
of the energy difference between potential energy surfaces V2 and V1 at the particu-
lar delay τd. It is usually not practical to measure the absorption of the probe with
low-density molecules. Instead, one can determine the number of molecules exci-
ted to the V2 potential surface by laser induced fluorescence. Another possibility
is to use a photoionizing probe (in which case the number of transitions is directly
measured by an ion count). This technique has been applied to a detailed study of
the unimolecular dissociation [19]:

ICN∗→ I + CN. (12.4)

The value of the resonance energy versus delay is a measure of the difference bet-
ween the potential energy surfaces V2 −V1. In order to obtain an absolute measu-
rement of an energy potential curve, it is necessary to know the shape of the upper
curve V2, or to make the assumption that this upper curve is flat. For the particular
experiment reported in [19], the variation of the potential surface V2 should not
exceed 100 cm−1 [19]. Another approach is to use a theoretical model to calculate
the upper potential surface. However, since the potential variation is on the order
of 6000 cm−1 over the range of interest [19], the required accuracy is on the order
of a few percent. Procedures to invert the data to obtain the energy surfaces for the
ICN reaction have been developed by Bernstein and Zewail [21]. Because of the
large energy changes along the potential energy surface in a short delay, the probe
pulse duration has to be selected to obtain the optimal combination of temporal
and spectral resolution. We refer the reader interested in a general overview of fs
probing of dissociative reaction to [20, 22, 23].

The technique of probing chemical reactions has been successfully applied to
unimolecular dissociations. The possibility of using a femtosecond technique to
study bimolecular reactions at the individual collision level is complicated by the
difficulties of spatial and temporal synchronization. One way to overcome this
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problem is through the use of van der Waals complexes of weakly bound molecular
clusters. In these complexes the moieties are held in a reasonably well-defined
geometry, so that the prospective bimolecular reagents or their precursors may be
frozen into a convenient geometry in preparation for reaction initiation. There are
well established techniques to produce clusters of heterodimers [24, 25]. Once
frozen collision complexes have been prepared by expansion of molecular beams
after a supersonic nozzle, a bimolecular chemical reaction can be initiated by a fs
photodissociation pulse producing a pair of reagents. Such a technique has been
applied [26] to the reaction

H + OCO→ [HOCO]‡→ OH + CO. (12.5)

The van der Waals “precursor molecule” was [IH · · ·OCO] formed in a free-jet ex-
pansion of a mixture of HI and CO2 in an excess of helium carrier gas. To clock the
reaction, an ultrashort laser pulse photodissociates HI, ejecting an H atom towards
the O atom of the CO2. The delayed probe detects the formation of OH. Such
an experiment establishes clearly that the reaction proceeds via an intermediate
state, as shown in Eq. (12.5), and gives values for the lifetime of the intermediate
complex [HOCO]‡.

Femtosecond techniques are not limited to the observation of chemical reacti-
ons, but can even be exploited to influence the course of the reaction (see, for
instance, Ref. [27]). This can open new relaxation channels or increase the yield
of certain reaction products.

12.3.3 Molecules in solution

Considerable progress has been made towards the microscopic understanding of
molecular vibration and chemical reactions in solution. For instance, we have
shown at the beginning of this section techniques to study the wavepacket dyn-
amics of the nuclear motions of iodine in the B state, in the collision-free limit.
These techniques can be applied to solutions of different densities, and liquids.
The primary effects of the solvent on the fs wave packet are dephasing, energy
relaxation, caging and recombination [28]. Except for collision induced rapid non-
radiative transitions in the liquid state, which cause the main fluorescence emission
to originate from a lower transition, the experimental techniques are similar to the
one used in the gaseous phase.

Femtosecond techniques have also been applied to more complex chemical
problems, such as the study of photodissociation. The influence of the solvent on
the dynamics of photodissociation of ICN can be dramatic [29]. The knowledge
gained of how the solvent influences the decay of photofragment translation and
rotation is useful in understanding the dynamics of thermally activated chemical
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reactions [29]. Theoretical simulations have indeed shown that the fluctuations
in reactant and product translational and rotational motions of thermally activated
reactions proceed on the fs scale [30].

12.4 Ultrafast processes in solid state materials

12.4.1 Excitation across the band gap

Femtosecond techniques made it possible to resolve fundamental interaction me-
chanisms and times in solids at room temperature. These processes are of tremen-
dous importance. For instance, they determine physical limits for speed and mi-
niaturization in semiconductor devices. Figure 12.7 illustrates essential processes
in semiconductors, following optical excitation above the band gap. For a compre-
hensive review of ultrafast processes semiconductors probed by laser pulses, see
Shah [3].

An ultrashort light pulse of frequency ω` creates electron–hole pairs in states
above the band gap. Their mean excess energy is ∆E = ~(ω` −ωgap), and their
initial energy distribution resembles the excitation spectrum. With large excited
carrier densities, mainly carrier–carrier scattering leads to a thermalization within
the Γ-valley without changing the mean carrier energy. This means that some car-
riers scatter out of their initial states, so that the distribution of occupied states
becomes broader. Such processes are generally associated with momentum relax-
ation and are responsible for the dephasing of the polarization. Corresponding T2
times can be measured by means of photon-echo experiments as described in the
previous chapter. The temperature that can be attributed to the thermalized elec-
tronic system can exceed the lattice temperature by far. Depending on the band
structure, and photon energy, inter-valley scattering can occur.

Energy is transferred to the lattice (heating) by inelastic electron–phonon col-
lisions, and the carriers relax into states at the bottom of the band. The Fermi
distribution which is finally reached can be characterized by a temperature which
is equivalent to the lattice temperature. If the excitation density is sufficiently high,
a local change in the lattice temperature can readily be observed. Extremely high
excitation can even result in melting. While the initial carrier scattering proceeds
on a time scale of tens of fs or less, the intraband energy relaxation times can
amount to a few ps.

12.4.2 Excitons

Another interesting feature of the excitation spectrum of solids is the exciton re-
sonance. Excitons can be viewed as an electron–hole pair bound together through
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the Coulomb attraction, with properties similar to a hydrogen atom. Because of the
positive Coulomb interaction, the corresponding energy levels are below the band
gap (cf. Fig. 12.7). If the energy of the exciton is raised by an amount larger than
the binding energy (Eb), the bound systems decays into a free electron and hole
(exciton ionization). Such a process can be induced, for example, by longitudinal
optical (LO) phonon scattering and typically proceeds on a time scale of about 100
fs in bulk materials at room temperature.

Owing to the strong excitonic oscillator strength and nonlinear susceptibili-
ties, transient properties of excitons have attracted much attention. In particular in
multiple quantum well (MQW) structures, the exciton resonances can be clearly
distinguished from the bulk absorption at room temperature. Figure 12.8 displays
the absorption spectrum of a CdZnTe–ZnTe MQW and the results of a pump-probe
experiment [31]. The pump spectrum was chosen to excite predominantly excitons.
The differential transmission at the exciton resonance shows a fast increase and a
partial recovery. Its dynamics can be explained by exciton excitation, exciton io-
nization due to LO-phonon scattering, and the presence of a coherent artifact. The
increase of the transmission at photon energies which probe the occupation of sta-
tes at the bottom of the bands (λ = 610 nm) is a direct indication of the exciton
ionization into free carriers. The characteristic ionization time was determined to
be about 110 fs [31].

12.4.3 Intraband relaxation

Intraband relaxation processes can conveniently be observed using pump-probe
absorption techniques. A pump pulse of certain energy creates carriers at corre-
sponding states above the band gap. Temporally delayed probe pulses of various
frequencies test the occupation of states at different energies above the gap. The
results of such an experiment for Al0.2Ga0.3As [32] are shown in Fig. 12.9. A
quantitative evaluation of the data is rather complicated, in view of the complexity
of the processes involved in highly excited semiconductors. The interested reader
is referred to the book by Haug and Koch [33]. Qualitatively, however, the time
resolved transmission data follow a pattern consistent with the basic properties of
the band model.

A rapid transmission change occurs not only at the excitation energy, but over a
broader spectral range, indicating a thermalization within a time range significantly
shorter than 100 fs. At 1.88 eV and 1.94 eV, a reduced change in transmission can
be attributed to the cooling of the electronic system through energy transfer to the
phonon system (lattice). This cooling results in a relaxation of carriers towards
the bottom of the band, thus emptying higher energy states. The increase of trans-
mission at 1.78 eV accounts for the increase of occupied states at the band edge,
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with a characteristic time constant of 1 to 2 ps. The transmission features obser-
ved at 2.07 eV are explained by intervalley scattering (Γ↔ L) and confirmed by
additional probing of the split-off transition [32].

12.4.4 Phonon dynamics

Phonons represent lattice vibrations. Just as in the case of molecular vibrations,
they can be probed either by Raman techniques (frequency domain spectroscopy)
or by ultrafast probing (time domain spectroscopy). The latter has the additional
advantage of being able to retrieve not only the amplitude, but also the phase of
the vibration. A simple model for coherent excitation of phonons was introduced
in Section 11.10. The phonon vibration of frequency ωphonon is excited by pairs of
spectral components of the pulse spectrum ω1 and ω2 such that ωphonon = ω2−ω1.
The measurement of such collective atomic motion in crystals can be performed
in reflection as well as in transmission (see, for example, Kütt et al. [34] and re-
ferences therein). The vibrations are observable through optical probing because
the atomic displacements directly affect the band structure, and consequently the
dielectric function through the deformation potential and electro-optic coupling.
In addition, in polar crystals, direct excitation of phonons is possible by an electric
field containing suitable frequency components.

Transient reflectivity measurements performed on GaAs are presented in Fig. 12.10.
A 50 fs pump pulse at 2 eV [34] is followed by an orthogonally polarized probe.
The [010] crystal axis is oriented at an angle ϑ = 45o and 135o with respect to
the probe polarization. After an initial peak, the reflectivity versus delay shows
an oscillatory behavior, with a characteristic frequency of 8.8 THz that matches
the frequency of the longitudinal (LO) phonons in GaAs. The dependence of the
modulation amplitude on ϑ results from the electrooptic effect, which is here re-
sponsible for the phonon-induced reflectivity change.

12.4.5 Laser-induced surface disordering

In a strongly absorbing material, the energy deposited in a small surface layer by a
short light pulse can locally raise the temperature beyond the melting point. What
is the response of matter to a δ-function impulse of energy, sufficient to cause mel-
ting? “How fast does melting occur?” is a question of fundamental interest, which
involves changes in order and structure. In addition to the possibility of observing
melting through “femtosecond photography” [35], nonlinear techniques sensitive
to the material symmetry can be applied [36]. Results of an experiment to monitor
changes in symmetry in GaAs during melting are shown in Fig. 12.11. In GaAs,
melting can be considered as a transition from a non-centrosymmetric material to
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an isotropic liquid. The second-order nonlinear susceptibility χ(2) is therefore ex-
pected to change from a relatively large value (for the crystal) to (almost) zero
(for the liquid) during the phase transition. This second-order susceptibility can be
monitored by measuring the second harmonic in reflection generated by a delayed
probe [38–40]. The reflectivity for the fundamental increases from the solid reflec-
tance value to that of liquid GaAs with a characteristic time of about 1 ps. On the
other hand, the second harmonic signal drops substantially on a time scale of about
100 fs. These data suggest an intermediate state between the non-centrosymmetric
crystal structure and the molten material. Note that a transition to a centrosymme-
tric crystal would only require a small displacement of the atoms and substantially
less energy than required for the actual bond breaking that occurs with melting.

With the availability of ultrafast x-ray sources x-ray diffraction became a po-
werful new spectroscopic tool for time-resolved spectroscopy [41]. Since x-ray
diffraction is sensitive to the crystal symmetry laser-induced phase changes can be
probed directly by this technique [42].

12.5 Primary steps in photo-biological reactions

In the progression of increasingly complex systems, we have come to the role of
fs tools in analyzing the most complex biological systems. Two important bio-
logical problems connected to fs spectroscopy are photosynthesis and vision. In
both cases, light energy is converted to biochemical energy, either for the purpose
of energy storage/transfer, or for the purpose of detection. The primary processes
in the complex chain of reactions following light absorption, in vision or photo-
synthesis, takes place on a fs time scale. The quantum yield of these ultrafast
transformations is remarkably high — typically between 50 and 100%.

12.5.1 Femtosecond isomerization of rhodopsin

The primary process of vision takes place in rhodopsin, a pigment embedded in the
membranes of specialized photoreceptor cells, the rod and cone cells of the retina.
The role of the pigment is light absorption followed by a molecular conformational
change, which leads eventually to a change in membrane potential. This change
in electrical potential across the photoreceptor cells is eventually transmitted to the
nervous system [43]. We are interested here in the primary process of vision, which
is the isomerization of the pigment following absorption of a photon.

The pigment is a complex molecule called rhodopsin consisting of an “opsin”
protein bound to the 11-cis form of retinal chromophore. The absorption band of
rhodopsin peaks at 500 nm which corresponds to the peak sensitivity of vision.
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This main absorption corresponds to a transition from the S 0 ground state to a
S 1 excited state in the potential energy surface representation of Fig. 12.12(a).
The potential energy is plotted as a function of an angular torsional coordinate of
the molecule. Absorption of a photon at 500 nm is followed by isomerization to
the red-absorbing trans-isomer bathorhodopsin. The classical representation of the
transformation is a “twist” of the chain [Fig. 12.12(b)]. The potential surfaces as a
function of the corresponding coordinate angle have a minimum corresponding to
the cis- and trans- configurations.

The quantum efficiency of this reaction is exceptionally high (0.67). The radi-
ation lifetime of the excited state of rhodopsin is 10−8 s. The extinction coefficient
is 6.4 104 M−1cm−1, a typical value for a strongly absorbing dye.

The reaction of photo-isomerization was studied through transient transmission
spectroscopy through a jet of rhodopsin [45]. Adequate spectral selectivity was
achieved with a pump pulse of 35 fs at 500 nm. A 10 fs probe pulse with a spectrum
in the range of 450 nm to 570 nm was used. The differential transmission spectrum
versus delay shown in Fig. 12.12 indicate disappearance of the 500 nm peak, and
increased absorption at 530 nm, in the first 150 fs following excitation. The speed
of that isomerization calls for a better classical representation of the cis versus
trans configuration than Fig. 12.12(b). It is doubtful that the large motion of nuclei
implied by the sketch could take place in a time as short as 100 fs.

12.5.2 Photosynthesis

Photosynthesis is the process by which plants convert solar energy into chemical
energy. Its importance is obvious, since it is at the origin of life on our planet. This
topic is too vast to be adequately covered in a section of this book. A general over-
view of the topic can be found in a review article by Fleming and Grondelle [46],
and in topical books [1, 43].

There are pigment–protein complexes called reaction centers, where a directi-
onal electron transfer takes place across a biological membrane. Light harvesting
molecules (“antenna” chlorophylls) transfer electronic excitation energy to a spe-
cial pair (P in the sketch of Fig. 12.13) of chlorophyll molecules, which acts as
the primary electron donor. The latter transfers an electron to a pheophytin (HA)
within 3 ps, and from it to a quinone (QA) in 200 ps, thence to the other quinone
QB, hence establishing a potential difference across a biological membrane. Bio-
chemical reactions that store the energy subsequently occur with these separated
charges.

The energy dissipation in the first processes should be small (about 0.25 eV)
as compared to the excitation energy (1.38 eV), in order to minimize the waste of
excitation energy. The electron transfer should be fast in order to compete with
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fluorescence and radiationless decay.
The complexity of the problem can be appreciated by looking at the represen-

tation of the molecular structure of a bacterium’s photosynthetic reaction center,
which was determined to atomic resolution by Deisenhover and Michel [46,48]. A
block diagram of the electron carrying pigments in the reaction center is shown in
Fig. 12.13.

Recent transient absorption experiments [49] have concentrated on the fast ini-
tial electron transfers. In a model proposed by Zinth et al. [47, 49], the bacterio-
chlorophyll anion B−A is created in the first 3 ps reaction. The subsequent electron
transfer to the bacteriopheophytin HA is faster, taking only 0.9 ps. In the experi-
ment, after the main absorption band of the pigment is pumped, a probe is sent in
the near IR, where the bacteriochlorophyll anions (P+B−A) have a strong absorption.
The transient absorption change at 1.02 µm is shown in Fig. 12.14. The 0.9 ps time
constant would correspond to the electron transfer from the bacteriochlorophyll to
the bacteriopheophytin (P+H−A).
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Figure 12.3: Study of the potential surface of I2, using a pair of identical pulses with
adjustable relative phase and delay. (a) Sketch of the potential surfaces. (b) Envelope
of the fluorescence signal (only the contribution due to the two-pulse excitation) from
the B state, corresponding to an in-phase sequence (upper envelope) and an out-of-phase
sequence (lower envelope) (adapted from [14]).



582 CHAPTER 12. ULTRAFAST PROCESSES IN MATTER

Figure 12.4: (a) Sketch of the bound potential energy surfaces relevant to the study of
iodine through excited state fluorescence. (b) Fluorescence from the excited state B1 of
I2 as function of the delay between the two excitation pulses of wavelength λ1 and λ2
(adapted from [15]).

Figure 12.5: (a) Absorption spectrum of cresyl violet near the region of pumping. The
dashed line illustrated qualitatively the spectral modification immediately after the 60 fs
pump pulse. (b) Differential absorption spectra for successive delay increments after exci-
tation of cresyl violet with a 60 fs pump pulse at 618 nm (from [18]).
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Figure 12.6: Pump-probe experiment to observe the transition region of a reaction. (a)
The molecule is first excited by a pump pulse at λ1 from the potential energy curves for
the bound molecule V0, to the dissociative state V1. After a delay τd during which the
fragment evolves along the repulsive potential V1, a probe pulse at λ∗2 excites the complex
to the dissociative (eventually ionizing) potential surface V2. As the fragments recoil, the
pulse at λ∗2 (or λ∞2 ) probes the transition region (or the free fragments). (b) The expected fs
transients, signal versus delay τd at λ∗2 and λ∞2 (adapted from [20]).
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Figure 12.7: Simplified diagram of ultrafast processes occurring after above–band gap
excitation in semiconductors.
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Figure 12.8: (a) Room temperature absorption spectrum of a CdZnTe–ZnTe MQW and
the spectra of the 80 fs pump pulse and 14 fs probe pulse. The latter is a self-phase modu-
lated and compressed part of the pump pulse. (b) Differential transmission at 620 nm and
(c) 610 nm for a pump excitation level of 2× 1011 carriers/cm2. The wavelength filtering
was done after the sample with a filter with a bandwidth of ≈8 nm. (From [31].)
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Figure 12.9: (a) Band structure for Al0.2Ga0.8As. The excitation photon energy being
1.99 eV, absorption from the light hole (`h) and heavy hole (hh) subbands into the Γ band
are allowed. The carrier distribution is sketched for different instants (upper left corner).
(b) Relative transmission change as seen by the test pulse for different photon energies and
as function of the delay with respect to the pump pulse (adapted from [32]).
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Figure 12.10: Relative reflection change of a [100] GaAs crystal excited by a 50 fs
pulse at 2 eV. The generated carrier density is 1018 cm−3. ϑ is the angle between the probe
polarization and the [010] crystal axis. AC denotes the autocorrelation of the pump (probe)
pulse (from [34]).
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Figure 12.11: (a) Experimental setup to monitor ultrafast phase changes on a GaAs sur-
face. A strong pump pulse induces the phase change. (b) The upper curve shows the
reflectivity of a delayed probe. The lower curve is a plot of the second harmonic (in re-
flection) of the probe signal, which is a measure of the change in symmetry associated with
the phase transition (adapted from [37]).

Figure 12.12: Schematic representation of the photo-isomerization reaction of rhodop-
sin. (a) Ground and excited state potential energy curves as a function of the torsional
coordinate. The spectrum is red-shifted after absorption of a photon at 500 nm. The
classical sketch of the cis-trans transformation is shown in (b). (c) Difference spectra me-
asurements of 11–cis-rhodopsin at various delays following a 35 fs pump pulse at 500 nm
(≈10 fs probe). (From [44].)
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Figure 12.13: Sketch of the molecular arrangement of the four bacteriochlorophylls (P,
BA, BB), the two bacteriopheophytins (HA, HB), and the two quinones (QA, QB) in reaction
centers (from Ref. [47]).
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Figure 12.14: Transient absorption changes for native reaction centers at 1.02 µm asso-
ciated with the photosynthesis. The large initial absorption increase has a time constant of
0.9 ps. It is related to the absorption change due to the formation of a bacteriochlorophyll
anion (from Ref. [49]).



Chapter 13

Terahertz (THz) Radiation

Electromagnetic radiation in the far infrared (FIR) with frequencies from 0.1 to
10 THz (wavelengths from 3 mm to 30 µm) is usually referred to as Terahertz
(THz) radiation. Situated between IR and millimeter waves that are relatively ea-
sily accessible by optical (laser) sources and electronic means, respectively, THz
radiation did not gain a lot of interest for the lack of practical sources and at-
tractive application fields. This changed in the 1980s when ultrashort laser pulses
were successfully applied to generate wave packets with frequencies centered in
the THz range [1, 2]. In the past decades this led to a surge in research efforts ope-
ning new application fields and triggering THz source developments also outside
the realm of ultrafast photonics. Today THz waves are widely used for imaging,
sensing, communication, and spectroscopy in research labs and are transcending
into the commercial sector. Detailed summaries of THz science and technology
can be found for example in references [3–9]. In this chapter we will discuss the
basic principles of THz generation using short laser pulses and highlight example
applications enabled by the availability of synchronized THz and optical pulses.

Resolving THz waveforms with fast detectors is still challenging and possible
only if the features of interest are longer than a few ps. The method of choice
to measure THz fields is through correlations with a synchronized, often shorter,
optical pulse. In many cases the correlation utilizes a physical mechanism that is
an inverse replica of the THz generating process, assuring adequate bandwidth.
An additional benefit of such techniques is that the THz electric field ET (t) is often
measured directly rather than the pulse (intensity) envelope.

In ultrafast optics one often distinguishes THz generation based on nonlinear
optical mechanisms and transient currents although the boundaries are not clear-
cut.

591



592 CHAPTER 13. THZ

13.1 THz generation based on nonlinear optics

THz generation can be considered as a special case of frequency conversion, see
Chapter 3. Spectral components of the participating fields couple so that the re-
sulting photons have frequencies in the THz range. Since typically the nonlinear
signals decrease with the order of the nonlinearity the lowest-order process, that is
a process of second-order - difference frequency generation, is particularly interes-
ting for efficient conversion.

The polarization of a second-order nonlinear optical process excited by a fun-
damental electric field E, according to Eq. (4.11), is

PNL(Ω) = P(2)(Ω) = ε0

∫
χ(2)(Ω,Ω′)dΩ′E(Ω−Ω′)E(Ω′). (13.1)

For a monochromatic incident field it can be shown, see problem at the end of this
chapter, that this polarization has a component at twice the fundamental frequency
and a dc component resulting in second-harmonic generation and optical rectifica-
tion (OR), respectively. If the incident field is that of a short laser pulse the ”dc”
component varies with the pulse envelope and exhibits spectral components in the
THz region if the pulse duration is shorter than a few ps. The frequency-domain
picture is that two optical photons with frequencies from within the pulse spectrum
produce a THz photon via difference frequency generation.

As with harmonic generation, for large conversion efficiencies large input flu-
ences and a large product of sample length and nonlinear susceptibility are requi-
red. The wave vector mismatch of optical and THz wave, ∆~k, limits the useful
sample length to the coherence length π/∆k. In collinear geometry, zero wave
vector mismatch means

∆k = k(Ω+ωT )− k(Ω)− k(ωT ) = 0. (13.2)

Here Ω +ωT and Ω are frequencies from within the optical pulse spectrum that
couple to produce a THz photon of frequency ωT . The dispersion of the nonlinear
material controls to what extent the phase matching condition Eq. (13.2) can be
satisfied for a given wavelength of the optical pulse.

Since k(Ω) = Ωn(ω)/c and k(Ω+ωT ) ≈ k(Ω)+ d
dΩ

nωT the phase matching con-
dition can also be written as

n(Ω) + (Ω−ωT )
dn
dΩ

= nT , (13.3)

where nT is the refractive index seen by the THz wave. Recall that the inverse of
the optical group velocity 3−1

g = n + dn
dΩ

Ω. After replacing the corresponding terms
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in Eq. (13.3) by 3g and making use of ωT << Ω, the phase matching condition
becomes

3g ≈
c

nT
= 3p,T . (13.4)

Thus, for efficient conversion, the phase velocity of the THz wave 3p,T , should
match the group velocity of the generating optical pulse in the nonlinear material.

For a more quantitative understanding of OR we need to solve simultaneously
the coupled wave equations for the fundamental pulse and the THz pulse. This is
similar to what we discussed for second-harmonic generation in Chapter 3. There
is however one important difference. The few-cycle THz waveform cannot be des-
cribed in terms of a reduced wave equation for the envelope. Rather, the full wave
equation with the nonlinear polarization term must be used [10, 11]. In the fre-
quency domain, the generating equation for the THz field can be written as(

∂2

∂z2 +
Ω2

c2 nT (Ω)2
)

ẼT (Ω,z) = µ0F

{
∂2

∂t2 PNL(z, t)
}
, (13.5)

where F denotes Fourier transform. For simplification we restrict our discussion
to plane waves propagating in +z direction. Let us further assume that the optical
pulse travels in the nonlinear medium with group velocity 3g and neglect its deple-
tion and the group velocity dispersion. In this case its wave equation is decoupled
from the THz field. The solution describes an optical pulse envelope propagating
form-stable E(t,z) = E(t− z/3g,0) = E0(η), where η is the local time in a reference
frame moving with group velocity 3g.

For an instantaneous χ(2) in the frequency range of interest the nonlinear polari-
zation, according to Eq. (4.6), is P(2)(t) = εχ(2)

0 E(t)2. In terms of the pulse envelope
and local time the second derivative of the polarization needed in Eq. (13.5) can be
expressed as

∂2

∂t2 P(2)(z, t) = ε0χ
(2) ∂

2

∂η2E
2
0(η). (13.6)

With this driving term the wave equation to be solved becomes(
∂2

∂z2 +
Ω2

c2 nT (Ω)2
)

ẼT (Ω,z) = −
χ(2)

2c2 Ω2Ĩ0(Ω)e−i z
3g

Ω
, (13.7)

where Ĩ0(Ω) = F {E2
0(η)}. Note, Ĩ0(Ω) should not be confused with the spectral

intensity of the laser pulse ∝ |F {E0(η)}|2.
The forward-propagating wave solution with the boundary condition ẼT (Ω,z =

0) = 0 is

ẼT (Ω,z) = −i
χ(2)Ĩ0(Ω)

2c(nT + ng)
Ωze−i Ω

2c (nT +ng)zsinc
[
(nT −ng)Ω

2c
z
]
. (13.8)
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Here nT is the refractive index at the THz frequencies and ng = c/3g is the group
index at the carrier frequency of the optical pulse. This result illustrates a few
important features of THz generation through optical rectification in collinear ge-
ometry.

1. As expected from a second-order nonlinear optical process the output (THz)
field is proportional to χ(2) and the square of the fundamental field amplitude
E2

0.

2. The argument of the sinc function suggests that optimal phase matching le-
ading to maximum conversion occurs when the refractive index nT and the
group index ng are equal, in other words, when the phase velocity of the THz
wave matches the group velocity of the optical pulse. In this ideal case, the
THz field increases linearly with the length of the nonlinear material. Since
nT = nT (Ω) the phase matching condition can only be satisfied approxima-
tely in real (dispersive) materials.

3. The THz field peaks at a certain nonzero frequency νp. For perfect phase
matching and Gaussian optical pulses of duration (FWHM) τp, it can be
shown that Ωp = 2πνp =

√
8ln2/τp.

4. The time dependent THz field can be obtained from Eq. (13.8) through an
inverse Fourier transform. For perfect phase matching, ET (η) ∝ ∂

∂ηE
2
0(η).
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Figure 13.1: Field spectral amplitude and time-dependent electric field of a THz pulse
according to Eq. (13.8) with nT (Ω) = const. in the THz range of interest. The optical pulse
is Gaussian with duration (FWHM) τp. Perfect phase matching is compared to ∆Ω(nT −

ng)z/2c = π, where ∆Ω is the FWHM of Ĩ(Ω).

Figure 13.1 depicts the spectrum and temporal shape of the THz field for perfect
and non-perfect phase matching. For efficient, collinear THz generation via optical
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rectification (OR) nonlinear materials are desired whose dispersion produces con-
ditions 〈nT 〉 ≈ ng. Imperfect phase matching reduces the THz bandwidth. Other
limiting factors are absorption by phonons.

As an example Table 13.1 shows relevant parameters of two distinctly different
materials for THz generation. ZnTe is widely used for collinear OR. The similar
values of the indices indicate that the phase-matching condition can approximately
be satisfied for pump pulses in the near IR at about 800 nm.

The second material listed, LiTaO3, shows a considerably larger nonlinear
coefficient but also a larger mismatch of the relevant refractive indices. This mate-
rial was used in the original OR schema with near IR fs pulses by Auston et al. [1].
In this experiment, femtosecond pulses with an energy of about 100 pJ were focu-

material d n nT αT band gap
(pm/V) (cm−1) (eV)

ZnTe 4 2.85 3.17 1.3 2.4 [12]
LiTaO3 31 2.18 6.5 46 4.5 - 4.6 [13]

Table 13.1: Order of magnitude values of material parameters important for THz genera-
tion for two selected crystals. n is the refractive index at the optical frequency and α is the
absorption coefficient at the THz frequency. The electrooptic coefficient is related to the
nonlinear susceptibility d = |χ(2)|/2. Data are from [8], Table 1, unless noted otherwise.

sed into a LiTaO3 crystal, see Fig. 13.2. The optical pulse propagating through the
crystal produces a polarization pulse via optical rectification as explained before.
The optical rectification pulse is basically an electric dipole field that moves with
the group velocity of the optical pulse. At a given position along its path in the
crystal, this dipole emits a field that travels with the phase velocity 3p,T associated
with its low carrier frequency. The phase velocity in LiTaO3, 3p,T ≈ 0.153c, is con-
siderably smaller than the group velocity of the optical pulse 3g ≈ 0.433c because
(quasi-resonant) lattice vibrations contribute substantially to the dispersion beha-
vior in the THz spectral range. The condition 3g > (>)3p,T leads to the formation of
an electromagnetic shock wave, also called Cherenkov radiation, propagating on a
conical surface in the crystal. The characteristic angle between the surface normal
of the cone and its symmetry axis (propagation direction of the optical pulse) is

cosθc =
3p,T

3g
, (13.9)

which is 69◦ for LiTaO3 [1]. The emission of the conical wavefronts can be ana-
lyzed more rigorously by adding the transverse coordinate to the wave equation,
Eq. (13.5) [10]. If the (external) angle of incidence of the optical pulse is chosen
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Figure 13.2: Schematic diagram for the generation of terahertz radiation through optical
rectification (adapted from [1]). A time delayed optical pulse sampled the FIR field by
probing the induced birefringence. (Note 3FIR ≡ 3p,T .)

to be α = 51◦, a portion of the Cherenkov cone propagates normally to the crystal
surface [14] and thus can propagate into free space (air). In this manner the crystal
acts like an emitter for THz radiation.

There are some practical drawbacks of high-power THz generation under con-
ditions of Cerenkov radiation. It is the difficult to collect the THz radiation ef-
ficiently for applications downstream. The requirement that the lateral extension
of the pump beam waist has to be smaller than λT (for efficient dipole emission)
makes it difficult to increase the energy of the THz pulse at λT by increasing pump
energy and spot size.

These problems can be mediated by using an optical pulse front that is til-
ted with respect to the propagation direction [15]. How to produce tilted pulse
fronts, for example using optical elements with angular dispersion like prisms
and gratings, was discussed in Chapter 2. The idea is illustrated schematically
in Fig. 13.3(a). The pulse front is tilted at an angle γ that matches the angle bet-
ween the propagation direction of the THz wave and the optical pulse, γ = θc. A
prismatic sample is used to couple out plane THz wave fronts.

It is interesting to note that the condition 3g cosγ= 3p,T can also be derived from
the requirement of photon momentum conservation (zero wave vector mismatch)
typically used to analyze difference frequency generation. The corresponding wave
vectors add to form the THz wave vector, see Fig. 13.3(b). This is described mat-
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Figure 13.3: (a) THz generation via optical rectification using tilted pump pulse fronts
produced by a reflection grating. The exit face of the nonlinear material is cut parallel
to the pulse front and normal to the generated THz wave, respectively. (b) Wave vector
diagram showing the THz wave vector ~kT at frequency ωT = Ω′−Ω. Adapted from [16].

hematically by the phase matching condition Eq. (13.2) in vector format

∆~k = ~k(Ω+ωT )−~k(Ω)−~k(ωT ) = 0. (13.10)

As discussed in Chapter 2 pulse front tilt from angular dispersion is associated with
different spectral components propagating at different angles within the beam, cf.
Eq. (2.72). It turns out that the angular spread of two plane wave components that
couple to produce a THz wave at frequency ωT = Ω′−Ω is just what is needed so
that the THz wave vector includes an angle γ with respect to the direction of the
average optical wave vector [15, 16], satisfying the phase-matching condition.

Conversion efficiencies of a few percent have been reported with tilted pump
pulse fronts using LiNbO3 crystals [17]. The nonlinear material was cooled to
reduce phonon absorption.

13.2 THz generation from a current surge

The electric field of an electromagnetic wave emitted from a localized transient
current J(t) is proportional to

ET (t) ∝
d
dt

J(t) ∝
d
dt

[N(t)3(t)], (13.11)

where N and 3 are local charge density and velocity, respectively. Let us assume
that the current is produced by a focused laser pulse and its rise and/or fall time are
controlled by the optical pulse envelope E(t). The power spectrum of the emitted
radiation |ẼT (Ω)|2 contains frequency components in the THz range if the optical
pulse duration is shorter than a few ps.
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13.2.1 Biased photoconductive switches

Emission of THz radiation from a transient current was first observed with biased
photo-conductive switches [2], see Fig. 13.4.

Figure 13.4: THz radiation through ultrafast switching of a charged coplanar transmis-
sion line. A fs pulse shortens the transmission line creating a subps electrical pulse. Its
transients, after propagation over a certain length L, can be measured by a time delayed
second pulse that excites a fast photoconductive switch (from [2]).

The transmission line consisted of two 5-µm wide, 5-µm thick aluminum lines
separated by 10 µm. The substrate was heavily implanted silicon on sapphire to
ensure a short carrier life time of about 600 fs [18]. The latter is crucial for gene-
rating the short electrical transients and for a short response time of the detection
switch. The transient current emitted a THz pulse that propagated through free
space. Conversion efficiencies on the order of a few tenths of a percent have been
achieved [19] using photoconductive switches.

13.2.2 Two-color THz generation in plasmas

The electric field of a laser pulse can move charged carriers directly without the
presence of an external bias field. However the symmetric nature of the field oscil-
lations typically does not lead to a directional net current when averaged over the
optical pulse envelope. This is a consequence of the fact that

∫
E(t)dt = 0. The sym-

metry can be broken by simultaneous irradiation with the fundamental pulse and
its second-harmonic. THz emission from laser plasmas under such illumination
conditions was observed [20] and gained interest because some of the bandwidth
limiting effects in solids, such as absorption by phonons, can be avoided.

While the THz generation in plasmas involves a complex interplay of contribu-
tions from several processes in the neutral and ionized gas [21] we will focus here
on the contribution from a net drift current in the plasma [22].

A fs pulse E1(t) and its second-harmonic E2(t, θ) are focused into a gas. The
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combined field
E(t) = E1(t)cos(ω`t) +E2(t)cos(2ω`t + θ) (13.12)

ionizes atoms and molecules if the intensity is sufficiently high. Let

∆Ne(te) =
dN
dt

∣∣∣∣∣
te

∆t. (13.13)

be the electron density created at time te during an interval ∆t. The electrons are
accelerated by the optical field, and at time t have acquired a velocity

3e(t, te) =
e

me

∫ t

te
E(t)dt, (13.14)

where e, me are the electron charge and mass, respectively. This group of moving
electrons represents a current, which at time t is

∆J(t, te) = e∆Ne(te)3e(t, te). (13.15)

The total current responsible for field emission, cf. Eq. (13.11), is obtained after
adding the contributions from electrons liberated at different times te. It turns out
that efficient THz generation occurs for a relative phase θ = π/2 while for θ = 0 no
THz emission is observed [22].

For a qualitative understanding of this surprising fact let us first analyze the
trajectory of an electron in a monochromatic, linearly polarized field E1 cos(ω`t).
We assume that the electron, by a process yet to be defined, is injected into the field
at time te and position x = 0 with zero initial velocity. The equation of motion

d2

dt2 x =
eE1

me
cos(ωt) (13.16)

can be integrated to obtain the velocity

3e(t, te) =
eE1

me

∫ t

te
cos

(
ω`t′

)
dt′ =

eE1

meω`
[sin(ω`t)− sin(ω`te)] (13.17)

and the electron displacement

x(t, te) =

∫ t

te
3e(t′)dt′ =

eE1

meω`

{
1
ω`

[cos(ω`te)− cos(ω`t)]− (t− te) sin(ω`te)
}
.

(13.18)
The electron velocity has two components - a term that oscillates with time and a
constant term. The latter is called drift velocity 3d and, in general, is obtained by
averaging 3e(t):

3d(te) = 〈3e(t, te)〉t = −
eE1

meω`
sin(ω`te). (13.19)
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For te = nπ/ω` with n being an integer the drift velocity is zero and the electron
wiggles about x = eE1/(meω

2
` ). For all other te there is a net drift of electrons either

in positive or negative direction depending on when during the optical cycle the
electron injection occurs. Example electron trajectories are depicted in Fig. 13.5.
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Figure 13.5: Electron displacements due to the action of an electric field according
to Eq. (13.18). The electrons are born at different times during the optical cycle –
(a) −T/4, (b) 0, (c) T/4. Adapted from [22].

For an ensemble of electrons ”created” symmetrically around the peak field
amplitude1, the net drift current is zero. For each electron with a positive drift
velocity of certain magnitude there is an electron with the same 3d but of opposite
sign. Mathematically we can express this using an ensemble average of the current
with respect to the phase angle ε = ωte〈∫ εm

−εm

N(te)3d(te)d(ωte)
〉
ε

= 0 (13.20)

Thus, (efficient) generation of THz radiation from a laser induced current surge is
not expected.

As mentioned before, the symmetry of the problem can be broken if funda-
mental and second harmonic waves are incident simultaneously and have certain
relative phase θ, cf. Eq. (13.12). To illustrate that this leads to a nonzero total drift
current we can follow the same approach as above. We find for the velocity of an

1This assumption makes sense since the ionization is controlled by multi-photon absorption and
tunneling, cf. section ??.
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electron injected into the two-component field Eq. (13.12) at time te

3e(t, te) =
eE1

meω`
[sin(ω`t)− sin(ω`te)] +

eE2

2meω`
[sin(2ω`t + θ)− sin(2ω`te + θ)] .

(13.21)
The oscillatory parts again average to zero and the drift velocity becomes

3d(te) = −
eE1

meω`
sin(ω`te)−

eE2

2meω`
sin(2ω`te + θ). (13.22)

For θ = 0 we have essentially the same situation as for the case of a single field, cf.
Eq. (13.20). Each wave produces a zero net drift current if the electrons are born
symmetric with respect to the maxima of the total field.

For a relative phase θ = π/2, the maxima of the total field are shifted relative
to the maxima of the constituting waves. It is left to a problem at the end of the
chapter to show that the extrema of the sum of two monochromatic waves with
frequencies ω` and 2ω`

E(t, θ = π/2) = E1 cos(ω`t)−E2 sin(2ω`t) (13.23)

occur at phase angles Φm = ω`t ≈ mπ− (−1)m2β, where m is an integer and β =

E2/E1 was assumed to be << 1. The result is an asymmetry in the electron drift
current if the electrons are born at equal density symmetric, now with respect to
ω`te = Φm.

The drift velocity of electrons created near the maximum of the total field, at
time t = (Φm + ε)/ω`, can now be estimated. Near the ”central” maximum at phase
angle Φ0 = −2β we obtain for example

3d(−2β+ ε) = −
eE1

meω

[
sin(−2β+ ε) +

1
2
βcos(−4β+ 2ε)

]
. (13.24)

The ensemble average of the drift velocities over a symmetric interval [−2β −
ε,−2β+ ε]

〈3d〉ε ≈ −
eE1

meω

1
2ε

[
−2sin(2β) sin(ε) +

1
2
βcos(4β) sin(2ε)

]
, (13.25)

which for small β and ε simplifies to

〈3d〉ε ≈ −3E2/(2meω`).

For β = 0 we recover the result 〈3d〉ε = 0 for a single field. For nonzero values of β
we obtain a net drift velocity resulting in a transient current. Not surprisingly, its
magnitude is controlled by the amplitude E2 of the second-harmonic field, which
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caused the field asymmetry. What was left out in our simple discussion is the
ionization of the gas, which requires the strong fundamental field. It is important
to note that a drift current of the same sign is produced during each (half-) cycle,
independent of m, resulting in efficient THz generation. This is not the case if the
frequencies of the two incident laser fields are not integer multiples of each other.

Figure 13.6 shows the results of detailed numerical calculations of plasma ge-
neration and emission of THz radiation in molecular nitrogen gas when excited
by 50-fs pulses at ω` and 2ω` [22]. Multiphoton ionization as described by the
Keldysh formalism , cf. section ??, controls the creation of free electrons during
the pulse envelope. For a relative phase θ = π/2 the spectrum of the emitted wave

Figure 13.6: Generation of THz radiation in N2 gas by simultaneous excitation with a
fs laser pulse and its second-harmonic replica.(a) Total incident laser field for E2/E1 = 0.2
and θ = π/2 and created electron density. The pulses have a duration of 50 fs and the peak
intensity of the fundamental I = 1015 W/cm2. (b) Resulting electron current. (c) Spectrum
of the emitted electromagnetic radiation for θ = π/2 (solid line) and θ = 0 (dashed line) for
comparison. The inset shows the emitted field in the time domain after a 10-THz low-pass
filter. From [22].

contains distributions in the THz region. In addition emission (scattering) of the
fundamental and higher harmonics are also obvious. In contrast, for θ = 0, THz
contributions and even harmonics in the spectrum are missing.

In solids, the achievable THz bandwidth is often limited by absorption by pho-
non bands even if the phase matching condition is satisfied. Because of the lack of
strong low-frequency absorption in plasmas the achievable bandwidths are larger
and bandwidths of tens of THz have been demonstrated [20, 23].
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13.3 Measurement of THz field transients

Direct all-electronic techniques are still too slow to resolve transients of a few
ps and less. We discussed in Chapter ?? how amplitude and phase of an optical
pulse can be retrieved from nonlinear (auto-) correlation measurements. Fortuna-
tely, by virtue of their generation, the THz pulses of interest in this chapter are
accompanied by a synchronous optical pulse of comparable or often shorter dura-
tion. This allows for cross-correlation measurements avoiding complex retrieval
procedures. In addition the electric field can be sampled yielding amplitude and
phase of the THz waveform directly. Often the physical process applied for the
cross-correlation is a replica of the THz generation mechanism.

In one of the first THz experiments, the THz pulse emitted from a transient
electric current was recorded using a fast photo-conductive switch [24]. A sche-
matic diagram is shown in Fig. 13.7. The THz wave to be resolved illuminates a

Figure 13.7: (a) Setup for generating and transmitting ultrashort THz radiation. (b)
Detector for the time resolved measurement of the THz field. (From [24].)

photoconductive switch and acts as ”bias voltage”. The conductivity is switched
by an optical pulse focused onto the gap between the two electrodes. For maxi-
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mum time resolution the switch should only be conductive during the optical pulse.
This requires that the excited carrier lifetime is short, Tc ≤ τp, which is difficult to
achieve for short fs pulses.

A widely used THz measurement technique relies on the linear electro-optic
effect (Pockels effect). An applied electric field changes the refractive index of an
electro-optic (eo) material proportionally to the field strength. Originally applied to
measure ps and subps electric transients using shorter optical pulses [25], electro-
optic sampling was introduced for resolving free-space THz wave forms [26]. Fi-
gure 13.8 shows a schematic diagram of such a measurement. A THz and an optical
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Figure 13.8: Electro-optic sampling of a THz field by a time-delayed optical pulse in an
electro-optic crystal (EOC) in collinear geometry. The laser pulse is split from the pump
pulse generating the THz wave. QWP - quarter-wave plate, WP - Wollaston prism, PD1,
PD2 - photodetectors.

pulse propagate collinearly in an electro-optic crystal. The THz-field induces bire-
fringence, which is probed by a shorter optical pulse as a function of the delay τ.
After a quarter-wave plate (QWP) two perpendicular polarization components of
the optical pulse are separated by a Wollaston prism (WP) and measured simulta-
neously with detectors PD1 and PD2.

While details depend on the actual properties of the crystal, the THz wave
and the optical pulse, a simple picture suffices to explain the basic principle of
operation of electro-optic sampling. Let us assume that the THz field only affects
the refractive index seen by the optical field polarized along x

nx = n0 +
n3

0

2
rET

ny = n0, (13.26)
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where r is the electro-optic coefficient. The additional phase shift experienced by
the field component polarized along x is φx = (ω`n3

0/2c)LrET after a crystal of
length L. The QWP and WP translate this phase shift into an imbalance in the
two detection channels. The normalized difference signal for small induced phase
shifts (|φx| << 1)

S (τ) =
S 1−S 2

S 1 + S 2

=
ω`n3

0L

2c
rET (τ) (13.27)

is directly proportional to the THz field strength, see also a problem at the end
of the chapter. The crystal length L should be short compared to the coherence
length since THz field and optical pulse propagate collinearly. As usual, additional
deconvolution steps need to be applied if the optical pulse is not sufficiently short
to resolve the THz transients of interest. In reality, the crystal properties (suscep-
tibility tensor) will determine which input polarizations of THz and optical field
are convenient, and the prefactor of ET in Eq. (13.27) will need to be modified
accordingly [27].

13.4 Examples of THz spectroscopy

THz pulses alone or in combination with synchronized optical pulses have been
extensively applied to study properties of matter [3–9]. The THz spectral range
overlaps with inter and intraband transitions in solids, rotational and vibrational
spectra in gases and liquids, and with phonon energies to name a few examples of
elementary excitations that become accessible. THz and optical pulses can serve as
pump as well as probe depending on the task in question and allow for simultaneous
time and frequency resolved studies.

Figure 13.9 shows an example of an experimental setup for time-resolved THz
pump-probe measurements. The setup contains many components typical for ex-
periments that involve optical and THz pulses. The fs laser pulse is split fourfold
to generate a (i) THz pump and (ii) THz probe pulse via optical rectification and to
(iii,iv) record both fields ET after the sample using eo sampling. Parabolic mirrors
image the THz sources onto the sample and the sample output to the electro-optic
crystals. A pair of grid polarizers serve as variable attenuators. The delays between
the THz pump and probe pulse and for the eo sampling are adjusted by delay lines
in the optical beam paths. Various other configurations are possible and have been
applied. For example, optical pulse(s) can be used for excitation (pump) and THz
pulse as probe.
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Figure 8. Non-collinear THz-pump/THz-probe setup. An 800-nm amplified optical pulse is split into three arms. Two arms are used
for the generation of the THz pump and THz probe pulses. The third arm is used for EO sampling of the THz electric fields. The
THz pump pulse is generated by TPF excitation in lithium niobate. The THz probe pulse is generated by one of a variety of
collinearly phase-matched methods including optical rectification in ZnTe, GaP, or GaSe, or broadband generation by two-color
mixing in a laser-induced plasma using a BBO crystal to generate the second harmonic of the pump pulse. The THz pump and probe
pulses are directed onto a common spot at the sample with off-axis parabolic mirrors as shown. The electric fields of the THz pump
and probe pulses can be measured independently with EO sampling. For higher THz or IR probe frequencies, other probe detection
methods may be used. (The colour version of this figure is included in the online version of the journal.)

Figure 9. THz-pump/optical-probe spectroscopy. A polarizer in the probe arm can set the relative polarization angle between the
THz pump and optical probe pulses. A pair of wire-grid polarizers is used in the THz pump arm to variably attenuate the THz field
for the determination of the field dependence of the measured effects. (1), (2) Either reflection or transmission geometry can be
selected. Non-collinear geometries are also straightforward. (3) THz-induced optical polarization rotation can be measured [183] by
passing the transmitted or reflected probe beam through a quarter waveplate and a Wollaston prism whose outputs are read by two
photo detectors for balanced detection, as in EO sampling. Other observables such as THz-induced optical second-harmonic
generation (TFISH) also may be measured. (The colour version of this figure is included in the online version of the journal.)

1456 H.Y. Hwang et al.

Figure 13.9: Example of an experimental setup of THz pump-probe spectroscopy. The
optical pulse is used to produce the THz pulses and resolve the THz fields after the sample
by electro-optic sampling. The THz probe is generated by OR in collinear geometry. The
higher power THz pump is produced by OR with tilted pulse fronts. From Ref. [6] with
permission.

Without the THz pump pulse the (linear) transmission of the sample is probed.
If the interaction is completely incoherent, that is relevant dephasing times are
much shorter than the THz waveform, the ratio of the Fourier transforms of the
THz field with and without sample yield the ordinary transmission spectrum over
the frequency range covered by the FIR field. Peak THz fields > 1 MV/cm are
possible, which also allows to study nonlinear sample responses and to perform
THz pump-probe experiments.

In the following sections we will briefly describe two THz application exam-
ples - rotational spectroscopy in gases and time-resolved charge carrier dynamics
in graphite.

13.4.1 Rotational Spectroscopy

In one of the earliest THz applications the molecular response of N2O to THz exci-
tation was studied in the coherent regime [28]. Figure 13.10 shows measurements
on N2O as an example. The rotational spectrum of N2O between 0 and 1 THz con-
sists essentially of regularly spaced narrow lines [28]. The rotational frequencies
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Figure 13.10: Coherent THz rotational spectroscopy of N2O. THz radiation transmitted
(a) and calculated (b) through N2O. Measurement (solid line) and calculation (dashed
lines) of (c) the first, and (d) the 14th radiated coherent pulse (from [28]).

are given by:

νR = 2B(J + 1)−4D(J + 1)2 (13.28)

where J is the rotational quantum number, B the rotational constant and D the
centrifugal stretching constant. As many as 70 transitions can be excited simulta-
neously by the THz pulse. Bloch’s equations (cf. Chapter ??) apply to this system.
They can be simplified assuming small pulse area and a long T2 time. Indeed, at
a pressure of 600 torr (which corresponds to an optical thickness of the sample
αd = 1.2), the dephasing time due to collisions is 65 ps, thus much longer than the
exciting pulse. Each of the excited molecules, for a particular J value, acts as a
vibrating dipole. These dipoles — nearly equally spaced in frequency — radiate in
phase following the pulsed excitation (free induction decay), resulting in a train of
ultrashort pulses (Fig. 13.10). The directly transmitted pulse is followed by a series
of THz pulses at a repetition rate of 25.1 GHz, equal to the frequency separation
between adjacent lines [2B in Eq. (13.28) if the anharmonicity is negligibly small],
as shown in Fig. 13.10(a). Since the incident and transmitted fields are measured
with high precision in amplitude and phase (the signal-to-noise ratio in this expe-
riment was better than 20,000), a detailed comparison of theory and experiment is
possible [Fig. 13.10(b) and Fig. 13.10(a)].
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13.4.2 Time-resolved charge carrier dynamics

Optical pulses from a fs oscillator (10 fs, 780 nm) were split to (i) generate THz
probe pulses (100 fs, 8 - 30 THz), (ii) excite hot electrons in graphite films, and
(iii) sample the THz waveforms passing through excited and nascent sample volu-
mes [29]. Figure 13.11 shows results of the time-resolved pump-probe measure-
ments and data analysis.

Figure 1(a) shows E0�t� and �E��t� for an exemplary
delay of � � 0:5 ps. When the THz signal is sampled at a
fixed value of the local time t, one obtains the pump-
induced change �E��t� as a function of the pump-probe
delay � as plotted in Fig. 1(b) for t � �12 fs. This trace
exhibits a biexponential decay with time constants of 0.4
and 4 ps, respectively. However, much more information is
gained from our TRTS data when we follow a quasistatic
approach to determine the complex dielectric function
"0�!� � �"��!� of graphite at time � after optical excita-
tion [14].

Figure 1(c) displays the pump-induced changes of the
dielectric function at � � 0:5 ps. Its imaginary part fea-
tures an interesting spectral behavior: For lower frequen-
cies, Im" and, thus, the THz absorption increase, whereas
for frequencies above 15 THz a decrease of absorption
(‘‘bleaching’’) is found. This effect can be explained by
means of the simplified graphite band structure sketched in
Fig. 2: A Bloch electron can either absorb a probing THz
photon by a direct optical transition (DOT), which con-
serves the electron wave vector k, or by an indirect optical
transition (IOT), which requires some additional wave
vector �k. The latter can be provided by scattering with
phonons, lattice defects, or other electrons. Exciting the
sample with a pump pulse transfers electrons from the
valence band to the conduction band. After� 0:5 ps, these
hot electrons have thermalized and can be described by a

Fermi-Dirac distribution with electronic temperature Te as
found by time-resolved photoemission spectroscopy
(TRPES) [15]. The newly created electron-hole pairs block
some of the originally possible DOTs in a range of kBTe
around the Fermi energy EF and decrease the absorption of
photons @!� kBTe. However, the elevated electronic tem-
perature enables additional IOTs, thus leading to an in-
creased THz absorption. Therefore, the frequency
dependence of Im�"� displayed in Fig. 1(c) reflects the
interplay between DOTs and IOTs in graphite. In contrast,
the graphite response to probe pulses in the visible is
mediated mainly by DOTs [16].

For further analysis, we assume a thermalized electron
gas and fit our measured �"� to a model dielectric function
�"IOT�!pl; �� � �"DOT�Te�with fit parameters!pl, �, and
Te. We employ the Drude formula "IOT � �!2

pl=�!
2 �

i�!� for IOTs [17] and linear response formalism for
DOTs [18,19]. The latter requires information on the
graphite band structure and the transition matrix elements
between initial and final states near the Fermi energy
[19,20]. The pump-induced changes in the dielectric func-
tion are referenced to the unexcited sample at Te0 �
300 K, where we use @!pl0 � 0:9 eV and �0 � 10 THz.
These values are obtained from an analysis of our mea-
sured "0�!� between 1 and 3 THz, where the Drude
response dominates [17]. As seen in Fig. 1(c), for an
exemplary delay of � � 0:5 ps, the fits excellently repro-
duce the experimental data. In addition, the respective
contributions of the IOTs and DOTs to Im�"� are shown
in Fig. 1(d).

In Fig. 3, the electronic temperature Te and the Drude
relaxation rate � are plotted as a function of the pump-
probe delay �, whereas changes in !pl and � are displayed
versus the electronic temperature Te. We start our discus-
sion with the pump-induced changes �!pl��� in the in-
plane plasma frequency. For delays � > 0:5 ps, it increases
roughly linearly with electronic temperature. A similar rise

FIG. 1. (a) THz waveform E0�t� transmitted through unexcited
graphite and the pump-induced changes �E��t� at � � 0:5 ps.
(b) Change in the THz electric field at t � �12 fs as a function
of the pump-probe delay �. (c) Pump-induced changes �"� of
the in-plane dielectric function of graphite at � � 0:5 ps after
photoexcitation. Thick solid lines are model fits (see text).
(d) Magnified section of the imaginary part of �"0:5 ps with
model fit and respective contributions of direct and indirect
optical transitions.

FIG. 2. (a) Sketch of the in-plane band structure of graphite
close to the K or K0 point where valence and conduction band
slightly overlap. Arrows indicate possible direct and indirect
optical transitions induced by the probe pulse. (b) Brillouin zone
perpendicular to the c axis. The Fermi surface is located around
the K and K0 points. Arrows mark possible scattering events of
electrons and correspond to wave vector changes �k that are
confined to the vicinity of the � and K points.

PRL 95, 187403 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
28 OCTOBER 2005

187403-2

Figure 13.11: Time-resolved optical pump - THz-probe transmission experiment on
graphite film. (a) - E0(t) is the THz waveform transmitted through the graphite measu-
red with eo sampling. ∆Eτ(t) is the pump-induced change of the THz field at a delay
τ = 0.5 ps. (b) - Transmitted THz signal at time -12 fs as a function of delay after excita-
tion. (c) and (d) - Retrieved changes of real and imaginary part of the dielectric function
versus frequency. The solid lines are modeling results taking into account direct optical
transitions (DOT) and indirect optical electron transitions (IOT) excited by the THz wave.
The latter require participation of a third (collision) partner such as phonons, defects or
electrons. From Ref. [29].

The THz waveform transmitted through the unexcited sample and the changes
when an excited sample volume is probed 500 fs after the pump are depicted in Fi-
gure 13.11(a). The hot (excited) electrons relax primarily through electron-phonon
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energy transfer on a time scale of a few ps. The initial decay within the first 500 fs
is attributed to the thermalization of hot electrons towards a Fermi-Dirac distribu-
tion that can be characterized by an electron temperature Te. Initially, Te is larger
than the sample (lattice) temperature. The two different decay constants can be
seen in the transient THz transmission shown in panel (b) for a certain time slice
(-12 fs) within the THz pulse. The excitation of the electronic system and subse-
quent relaxation leads to a change of the dielectric function, ∆ε, of the graphite
film. The THz pulse samples this change as a function of time. Panel (c) and (d)
depict the real and the imaginary of ∆ε for fixed delay (0.5 ps) as a function of
frequency over the range covered by the THz probe.

13.5 Problems

1. Show that the nonlinear optical polarization of second-order driven by a mo-
nochromatic incident field E(t) = E0eiω`t + c.c. has frequency components at
Ω = 2ω` and Ω = 0. Are these two signals controlled by the same nonlinear
optical susceptibility? Explain.

2. Derive Eq. (13.8). Apply it to find the frequency dependent THz field pro-
duced by a Gaussian laser pulse of duration (FWHM) τp. Show that the
maximum of the spectral amplitude occurs at a frequency νp =

√
2ln2/π/τp.

3. Explain why a freely propagating (THz) pulse cannot possess an electric
field according to E(t) = e−at2 cos(bt)? Find possible fields with the same
”envelope”.

4. Derive equations (13.24) and (13.25) and verify that there is a nonzero drift
current if the fundamental and second harmonic field are phase shifted with
respect to each other by π/2. Verify that the sign of the expected drift current
is the same in each half cycle of the pulse if the two-color excitation uses
frequencies that are integer multiples of each other.

5. Consider electro-optic sampling to measure a THz wave packet using a much
shorter optical pulse, cf. Fig. 13.8. Assume that one of the axes (fast or
slow) of the QWP is aligned with the input polarization of the optical wave
and that the two output waves after the WP have polarizations along this
axis and perpendicular to it, respectively. Prove the relationship between
measured signals S 1,S 2 and the THz field strength given by Eq. (13.27) for
small phase shifts. Which features of the setup can be changed to ensure the
correct sign? (Hint: Use Jones matrices and vectors.)
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[4] Erik Bründermann, Heinz-Wilhelm Hübers, and Maurice FitzGerald Kimmitt. Tera-
hertz Techniques. Springer, 2012.

[5] Ho-Jin Song and Tadao Nagatsuma. Handbook of Terahertz Technologies: Devices
and Applications. Springer, 2015.

[6] Harold Y. Hwang, Sharly Fleischer, Nathaniel C. Brandt, Bradford G. Perkins Jr.,
Mengkun Liu, Kebin Fan, Aaron Sternbach, Xin Zhang, and Richard D. Averitt
and Keith A. Nelson. A review of non-linear terahertz spectroscopy with ultrashort
tabletop-laser pulses. J. Mod. Optics, 62:1447–1479, 2015.

[7] Thomas Elsaesser, Klaus Reimann, and Michael Woerner. Concepts and Applications
of Nonlinear Terahertz Spectroscopy. Morgan & Claypool Publ., San Rafael, CA,
2019.

[8] H. A. Hafez, X. Chai, A. Ibrahim, S. Mondal, X. Ropagnol D. Frachou, and T. Ozaki.
Intense terahertz radiation and their applications. J. Opt., 18:039004, 2016.

[9] Daniel M. Mittleman. Perspective: Terahertz science and technology. J. of Appl.
Phys., 122:230901, 2017.

[10] S. A. Akhmanov, V. A. Vysloukh, and A. S. Chirkin. Optics of Femtosecond Laser
Pulses. American Institute of Physics, New York, 1992.

[11] Yujie J. Ding. Efficient generation of high-power quasi-single-cycle terahertz pul-
ses from a single infrared beam in a second-order nonlinear medium. Opt. Lett.,
29(22):2650–2652, 2014.

[12] D. J. Chadi. Doping in ZnSe, ZnTe, MgSe and MgTe wide-band-gap semiconductors.
Phys. Rev. Lett., 72(4):534–538, 1994.

[13] C. Baumer, C. David, A. Tunyagi, K. Betzler, H. Hesse, E. Kratzig, and M. Wohlecke.
Composition dependence of the ultraviolet absorption edge in lithium tantalate. J.
Appl. Phys., 93:3102–3104, 2003.

[14] B. B. Hu, X. C. Zhang, D. H. Auston, and R. R. Smith. Free-space radiation from
electrooptic crystals. Appl. Phys. Lett., 56:506–508, 1990.

[15] J. Hebling, G. Almasi, I. Z. Kozma, and J. Kuhl. Velocity matching by pulse front
tilting for large area THz-pulse generation. Opt. Express, 10:1161–1166, 2002.



BIBLIOGRAPHY 611

[16] Janos Hebling, Ka-Lo Yeh, Matthias C. Hoffmann and Balzs Bartal, and A. Nelson.
Generation of high-power terahertz pulses by tilted-pulse-front excitation and their
application possibilities. Opt. Soc. Am. B, 25:B6–B19, 2008.

[17] Shu-Wei Huang, Eduardo Granados, Wenqian Ronny Huang, Kyung-Han Hong,
Luis E. Zapata, and Franz X. Kärtner. High conversion efficiency, high energy te-
rahertz pulses by optical rectification in cryogenically cooled lithium niobate. Opt.
Lett., 38:796–798, 2013.

[18] F. E. Doany, D. Grischkowsky, and C. C. Chi. Carrier life time versus ion-
implantation dose in silicon on sapphire. Appl. Phys. Lett., 50:460–462, 1987.

[19] Z. D. Talor, E. R. Brown, J. E. Bjarnason, M. E. Hanson, and A. C. Gossard.
Resonant-optical-cavity photoconductive switch with 0.5% conversion efficiency and
1.0w peak power. Opt. Lett., 31:1729–1731, 2006.

[20] Jianming Dai, Jingle Liu, and Xi-Cheng Zhang. Terahertz wave air photonics: Te-
rahertz wave generation and detection with laser-induced gas plasma. IEEE J. of
Selected Topics in Quant. Electron., 17:183–190, 2010.

[21] V. A. Andreeva, O. G. Kosareva, N. A. Panovand D. E. Shipilo, P. M. Solyankin
and M. N. Esaulkov, P. Gonzlez de Alaiza Martnez, A. P. Shkurinov, V. A. Makarov,
L. Berg, and S. L. Chin. Ultrabroad terahertz spectrum generation from an air-based
filament plasma. Phys. Rev. Lett., 116:063902, 2016.

[22] K. Y. Kim, J. H. Glownia, A. J. Taylor, and G. Rodriguez. Terahertz emission
from ultrafast ionization in air in symmetry broken laser fields. Optics Express,
15(8):4577–4584, 2007.

[23] K. Y. Kim, A. J. Taylor, J. H. Glownia, and G. Rodriguez. Coherent control of tera-
hertz supercontinuum generation in ultrafast lasergas interactions. Nature Photonics,
2:605–609, 2008.

[24] M. van Exter and D. Grischkowsky. Characterization of an optoelectronic terahertz
beam system. IEEE J. of Quantum Electron., QE-28:1684–1691, 1990.

[25] J. A. Valdmanis and G. Mourou. Subpicosecond electrooptic sampling: Principles
and applications. IEEE J. Quantum Electron., 22:69–78, 1986.

[26] Q.Wu and X. C. Zhang. Free-space electro-optics sampling of thz beams. Appl. Phys.
Lett., 67:3523–3525, 1999.

[27] Paul C. M. Planken, Han-Kwang Nienhuys, Huib J. Bakker, and Tom Wencke-
bach. Measurement and calculation of theorientation dependenceof terahertz pulse
detection in znte. J. Opt. Soc. Am. B, 18:313–317, 2001.

[28] H. Harde and D. Grischkowski. Coherent transients excited by subpicosecond pulses
of teraherz radiation. J. Opt. Soc. Am. B, 8:1642–1651, 1991.

[29] Tobias Kampfrath, Luca Perfetti, Florian Schapper, Christian Frischkorn, and Martin
Wolf. Strongly coupled optical phonons in the ultrafast dynamics of the electronic
energyand current relaxation in graphite. Phys. Rev. Lett., 95:187403, 2005.



612 CHAPTER 13. THZ



Chapter 14

Selected Applications

In previous chapters we have emphasized the role of femtosecond pulses in basic
research. Ultrashort pulses are not limited to esoteric research on ultrafast events.
We want to emphasize here more down-to-the-earth applications, for which the
femtosecond source can have practical advantages. The topics covered are short
pulse imaging, solitons, fs lasers as sensors, and stabilized fs lasers for applications
in metrology.

14.1 Imaging

14.1.1 Introduction

It does not come as a surprise that ultrashort pulses contribute to the most funda-
mental function of light: imaging. The intensity information of light is sufficient
to record two-dimensional images. Additional information provided by the phase
of the optical field makes it possible to record an image along all three space coor-
dinates. This technique, combining phase and amplitude retrieval of the light scat-
tered by objects, is called holography, and is the most accurate of all macroscopic
imaging methods. It can easily measure deformations much smaller than one wa-
velength. The price to pay for the high accuracy of holography is that an excessive
amount of data has to be recorded. Since all the three-dimensional information of
the object has to be stored in a single recording, high optical energy densities are
used, with the possibility of laser damage if the material absorbs light.

“Range gating” is another method to obtain depth information, by measuring
the transit time of the radiation from the source to the object and thereafter to the
detector. If — as is often the case — the source and detector are co-located, the
distance z from source to object is simply c× (round trip time)/2. This technique
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has been used since World War II for localizing and tracking moving objects. The
resolution has shifted from meter (radar) to centimeter (lidar). Femtosecond pulses
offer the possibility of a depth resolution of a few microns. Another function of
ultrashort range gating is to discriminate against scattering, as will be shown later
in this chapter.

14.1.2 Range gating with ultrashort pulses

A basic sketch of principle for range gating 3D images with fs pulses is shown in
Fig. 14.1. The source fs beam is split into a reference and an object beam. The
reference beam, after an appropriate delay line, triggers the optical gate at a delay
time τ. The light backscattered from various depths z of the object reaches the
optical gate at time intervals spaced out by 2z/c. A particular depth is selected by

Figure 14.1: Recording of a three-dimensional object through range gating with ultras-
hort pulses. The gate is “opened” by a fs reference pulse derived from the illuminating
source and appropriately delayed. An ultrafast gating function can be achieved, for exam-
ple, with a Kerr gate or a nonlinear crystal for sum frequency generation. In the latter case,
transverse resolution is generally obtained by scanning a narrow beam across the object.

the delay time at which the shutter is opened. The signal S received by the detector,
as a function of delay τ, for a particular position (x,y) in the transverse plane of the
beam, is the correlation of the gating function g(t) and the intensity from the object
Is(t):

S (τ) =

∫ ∞

−∞

Is(t)g(t−τ)dt. (14.1)

If the gating function can be assimilated to a δ-function with respect to the varia-
tions of the signal Is(t), the measured transmitted signal is simply S (τ) ≈ Is(τ) =
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Is(2z/c), where the depth of observation z is determined by the position of the re-
ference mirror (delay). In general, the higher the order of the gating process is,
the better is the depth resolution. For instance, if three-photon interaction (ωd =

2ωr +ωs, where ωd, ωr and ωs are respectively the frequencies of the detected,
reference, and signal photons) is used to gate the signal light, since g(t) ∝ Ir(t)2,
the gating signal is approximately

√
2× shorter than the signal pulse. A compro-

mise has to be reached: The higher the order of the gating process, the greater the
required reference intensity. Given the power limitation of the source, the intensity
requirement for the reference pulse limits the beam cross-section that can be utili-
zed. Lateral scanning is therefore often used to obtain the transverse information
on the object.

Bruckner [1] proposed using a fast Kerr shutter to gate the radiation reflected
by index discontinuities in eyes. A Kerr shutter consists of a Kerr liquid between
crossed polarizers. The shutter is “opened” by an intense ultrashort pulse indu-
cing birefringence in the liquid. The gating time is either the pulse duration or the
response time of the liquid, whichever is longer. Kerr gates have been applied to
picosecond gating [2, 3]. Femtosecond temporal resolution can be achieved, for
example, by gating through second harmonic or sum frequency generation [4, 5].
The technique consists of generating a second harmonic signal I2(t) proportional to
the product of a reference pulse Ir(t), derived directly from the source, and the sig-
nal Is(t). The second harmonic energy S 2ω(τ) recorded as a function of reference
delay τ is simply the correlation function defined in Chapter 10. This technique has
been applied in one dimension to fibers, to locate defects in fibers and connectors
with a resolution of the order of a few microns [6]. The method has been extended
to three dimensions (three-dimensional imaging of the eyes) by scanning the beam
transversely [7]. The transverse resolution, limited by the size of the beam, can
be improved by illuminating each point of the 3D object and using tomographic
reconstruction algorithms [4].

Linear correlation techniques, such as heterodyning, can also be applied. Here
the reference pulse is frequency-shifted. Gating is achieved by interfering refe-
rence and object pulse and detection at the heterodyne frequency. Because no
nonlinear optical processes are involved, these linear techniques are very sensitive
even at low illumination power. A particular example is Doppler interferometry.
The backscattered signal is mixed with the reference signal, which is continuously
scanned. Because of the scanning, the reference is Doppler-shifted, and the mixing
produces a beat note observable only in the regions where the reference and signal
are coherent with each other. In this particular application, either ultrashort pulses,
or light with a short coherence length are used. The technique was initially applied
to fibers and integrated optics structures [8].

Fujimoto and co-workers [9] introduced a greatly improved method as optical
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coherence tomography (OCT) in the early 90’s. Since then OCT has developed into
a field of its own with impressive applications initially in the imaging of eyes [10],
and later in biomedical non-invasive imaging in general. We refer the reader to
several books devoted to OCT [11, 12].

Speed is an essential element in 3D imaging of in vivo biological objects. There
is a compromise between speed and sensitivity: Very sensitive detectors require a
longer integration time. One possibility to reduce the time needed for data acquisi-
tion is to reduce the multidimensional scanning to only one dimension (the depth).
It is possible in the case of nonlinear gating (second harmonic or parametric gene-
ration) to record a single-shot transverse picture for each depth increment. Direct
recording of 2D images in “depth slices” has been demonstrated with high-contrast
objects [5, 13]. The optical arrangement is sketched in Fig. 14.2. The laser beam
is expanded to the size of the object after being split by a calcite prism (polari-
zing beam-splitter) between a reference and probing beam. The amount of beam
splitting is controlled by a half-wave plate, in order to have the maximum probing
intensity that the sample can accommodate. A quarter-wave plate in both the re-
ference and object arms ensures that the returning beams are re-directed toward
the detector. The backscattered signal beam and the orthogonally polarized retro-
reflected reference are sent into a nonlinear crystal cut for type-II phase matched
second harmonic generation. Assuming the reference has a uniform transverse in-
tensity profile, the second harmonic contains the image information contained in
the fundamental beam. The time of arrival of the reference ultrashort pulse deter-
mines the depth d at which a cross-section through the object is imaged into the
CCD, as illustrated in Fig. 14.2.

The ultrashort pulse source used for the preliminary tests was a fs dye laser
operating at 620 nm [5]. Urea crystals were chosen for these tests as being the only
phase-matchable type II crystals at that wavelength. Unfortunately, good-quality
urea crystals are not readily available. Despite these limitations, a spatial trans-
verse resolution of the order of 100 µm has been achieved in experiments with a
configuration in which the reference and object beams have the same size [5, 13].
The titanium sapphire femtosecond lasers appear promising for this particular ap-
plication, because of the better transmission of biological tissues in its wavelength
range of 750 nm to 850 nm, and the possibility of using KDP crystals (type II) for
the gating.

There is a subtle interplay among sensitivity, depth, and transverse resolution
in the setup shown in Fig. 14.2. One cannot have the three parameters simulta-
neously optimized. For instance, an optimum conversion efficiency of one single
second-harmonic photon for one signal photon can be achieved, provided the cry-
stal length and the reference power density are sufficient. A simple estimate given
as a problem at the end of this chapter illustrates this problem. A minimum crystal
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Figure 14.2: Setup for recording successive two-dimensional “slices” of a transparent
3D object based on SHG. The backscattered radiation Is from the object is stretched out
in time, corresponding to the time of arrival from various depths. In the nonlinear crystal,
the second harmonic, being proportional to the product of the reference Ir and signal Is,
selects a portion of the signal corresponding to a certain depth (set by the reference delay).

length is required to achieve single photon upconversion (i.e., one second harmo-
nic photon for each signal photon). But to this minimum crystal length corresponds
a phase matching bandwidth, hence a limitation to the temporal resolution of the
up-conversion. In addition, the waist of the reference beam acts as a spatial filter,
limiting the transverse resolution of the imaging system.

14.1.3 Imaging through scatterers

One of the main medical motivations for this type of research is early detection
of tumors. The photon energy of visible and infrared light is too small for direct
ionization of most tissues. Hence, an optical method seems to be an attractive
and safe alternative to x-rays. Large differences in absorption have been reported
between in vivo normal tissue and some types of tumor [14].

In medical and biological imaging, the biggest challenge is generally posed
by scattering. To illustrate the effect of scattering on short light pulses, let us
consider a femtosecond pulse being incident on a slab of thickness L made of
isotropic scatterers as shown in Fig. 14.3. If we time resolve the transmission, we
observe a peak on the leading edge of the transmitted pulse, which corresponds
to the unscattered light (“ballistic” component) followed by a broad distribution
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Figure 14.3: Sketch of pulse propagation through a scattering medium.

of scattered light. Diffraction-limited resolution in an imaging process can only
be obtained with the ballistic light. The latter can be separated from the diffuse
light by appropriate time gating. The ballistic component of the transmitted light
is attenuated exponentially:

Iball = I0e−µsL, (14.2)

where µs = l−1
t is the scattering coefficient, and lt is the scattering mean free path-

length. There have been numerous attempts to visualize objects embedded in
dense scatterers by range gating the backscattered or transmitted ballistic radia-
tion [3, 13, 15]. Very high sensitivity is required in order to compensate for the
large attenuation of the return signal. In the case of nonlinear detection, the second
harmonic that is recorded is proportional to the product of a reference intensity by
the weak backscattered radiation. Therefore, high peak powers (of the reference
signal) are required to obtain a good conversion efficiency at the detection.

Problems arise if the scatterer is dense and Iball approaches the noise level of
the detection system. Here techniques are needed which provide not only the time
gating but also an optical amplification. Nonlinear techniques, such as Raman am-
plification, and linear methods, such as heterodyning, have been applied success-
fully [16–19] leading to micrometer resolution through dense scatterers. The ulti-
mate limit to the resolution is the quantum noise (photon shot noise) which essen-
tially implies that at least one photon should be detected per element or pixel of
the image. In the case of biological and medical samples that can only withstand
average powers of irradiation of a few mW, these noise considerations limit the
applicability of diffraction limited imaging to scattering densities µsL ≤ 35.
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The multiply scattered photon path can be described by a diffusion model [20].
For L� lt, it can be shown that a collimated input beam of diameter d < lt at the
sample input broadens to a diameter d′, which is approximately given by [21]:

d′ = 0.2L (14.3)

if we refer to the early-arriving scattered light that exceeds the detection noise and
to illumination intensities below the critical values for biomedical samples. The
quantity d′ gives a reasonable measure of the resolution which can be achieved in
imaging an object buried in a dense scatterer. With a sample thickness of several
mm to several cm, the achievable resolution cannot be better than a few mm.

Several approaches are being attempted to utilize the large diffuse light compo-
nent for imaging through very dense scatterers, such as several cm of tissue. One
direction that promises to improve the resolution is to use the earlier portion of
the scattered light, which may or may not follow a diffusion-like path [17, 22] for
imaging.

An overview of activities in the field of imaging with short light pulses can be
found for example in refs. [23, 24].

14.1.4 Prospects for four-dimensional imaging

Ultrashort pulses can be used as a substitute for holographic techniques to record
three-dimensional images, provided the object does not move on the time scale of
the ultrashort pulses. Holography with ultrashort pulses should be used to record
the temporal evolution of ultrafast 3D events. A method called “light-in-flight
holography” (LIFH) has been proposed by N. Abramson [25, 26] to convert the
rapid time information obtained with ultrashort illumination holography into space
information that is stored. The basic principle is that the holographic fringes can
only be recorded if the object and reference beams arrive simultaneously at the
recording medium. An ultrashort reference beam sent at oblique incidence to the
recording medium sets a time axis (Fig. 14.4). Point A is illuminated first and
point B last after a time interval ∆tAB = D tanθ/c. At any point on the line AB, a
hologram of the object beam corresponding to a particular instant within the time
interval ∆tAB is recorded.

This technique has been used to detect the first arriving light through scattering
media [27,28] — the “ballistic” component cited earlier. The holographic data can
be recorded on a CCD camera (provided the reference and object beam make a
sufficiently small angle for the fringes to be resolved by the camera), and recon-
structed through numerical fast Fourier transform [28, 29]. The advantage of the
electronic recording and numerical processing is the possibility to integrate a large
number of successive (reconstructed) images. The speckle pattern is averaged out
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Figure 14.4: Light-in-flight holography illustrated for a simple one-dimensional transpa-
rent object (uniform in the transverse dimension of the object).

if the time interval between exposures is greater than the correlation time of the
speckle.

14.1.5 Microscopy

Laser-scanning microscopy (see, for example, [30]) is ideally suited to combine
microscopic imaging with fs pulse illumination. There are several attractive ap-
plication fields of femtosecond microscopy — (i) nonlinear microscopy, (ii) mi-
croscopy with simultaneous space and time resolution, and (iii) microscopy of
structures immersed in a scattering environment —. An early review can be found
in [19]. In nonlinear microscopy the image signal is generated by a nonlinear op-
tical process, such as surface second-harmonic generation and two-photon excited
fluorescence. An image is a map of the distribution of the corresponding nonlinear
susceptibility. Multi-photon fluorescence is particularly attractive for microscopy
of biological cells because of the depth selectivity of the excitation process. Since
its invention in 1990 by Denk, Strickler and Webb [31], the two-photon fluores-
cence microscope has greatly improved the microscopic imaging capabilities, in
particular in the life sciences. Femtosecond pulses are needed because of their
great peak power at comparatively small pulse energy (i.e., small heat consump-
tion in the specimen). A recent overview of ultrafast optics for biological imaging
can be found in a review by Squier [32].

Simultaneous µm spatial and temporal resolution is of great desire for the
inspection of ultrafast opto-electronic circuits. Another direction is to combine
techniques of ultrafast spectroscopy with spatial resolution — to monitor, for ex-
ample, diffusion and relaxation of excited carriers in semiconductors. In fluores-
cence microscopy additional information can be gained by measuring the lifetime
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Figure 14.5: Schematic diagram of (reflection) confocal microscopy. Only light from
layers that are in-focus can pass through the pinhole and reach the detector. The beam (or
object) is scanned in transverse direction to obtain a two-dimensional image of the layer
that can be displayed by a computer.

of the fluorescence. Since this relaxation depends sensitively on the interaction of
the fluorescing dye with the environment, the “lifetime” image can describe local
field and ion concentrations in cells [33].

Another example where scanning can be complemented by temporal corre-
lation with a reference pulse is confocal imaging of objects buried under scatte-
ring layers. Confocal microscopy distinguishes itself by its depth selectivity [see
Fig. 14.5]. Enhanced depth selectivity and optical amplification of the image sig-
nal are desirable for imaging through scattering layers that strongly attenuate the
ballistic light. Both aspects can be addressed with scanning microscopy based
on a sensitive correlation technique, such as heterodyning [34]. A realization of
such a microscope is shown in Fig. 14.6. It consists of a Michelson interferometer
which contains a scanning microscope in one arm and a piezoelectric transducer
for Doppler-shifting the reference pulse in the other arm. The role of the pinhole is
played by the coherent overlap of the plane reference wave and the image light. A
maximum heterodyne signal is obtained if the wave front from the object is plane
(parallel to the reference wave front), that is, if the object is in focus.

Assuming a layer of thickness L with scattering coefficient µs on top of an
object with reflectivity R, the image signal of the correlation microscope can be
written as:

S d ∝
(
Er0Es0e−2µsL

) (
R⊗ h̃2

) [ 〈E(t)E(t−τ)〉
Er0Es0

]
. (14.4)

Er0, Es0 are the amplitudes of the reference and the object pulse, respectively, h̃ is
the amplitude point spread function (APF) of the objective, ⊗ describes convolu-
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Figure 14.6: Schematic diagram of a correlation microscope based on heterodyne de-
tection (from [35]).

tion and 〈〉 denotes correlation. As can be seen from the first term in Eq. (14.4), the
attenuation of the ballistic light can be compensated by a large enough amplitude
of the reference wave (optical amplification). The second term is the convolution
of the object response with the APF. This term is essentially the square root of the
response of a confocal microscope and describes the transverse and depth resolu-
tion. Additional depth selectivity and discrimination of scattered light from layers
close to the object is possible due to the correlation (third) term in Eq.(14.4). It is
nonzero only if the length mismatch of reference and image arm is smaller than the
pulse duration (coherence length). Monte-Carlo simulations of photon paths sho-
wed that time gating in addition to the confocal (spatial) gate substantially incre-
ases the maximum scattering density µsL through which nearly diffraction limited
imaging is possible, see for example ref. [36].

The depth resolution of a microscope is usually measured by scanning a re-
flecting object through the focus. The improved depth resolution of the correlation
as compared to the confocal microscope is shown in Fig. 14.7(a). Figure 14.7(b)
illustrates the transverse resolution as measured by scanning the beam focus over
a straight edge buried under 5 mm of scattering material (96 nm latex spheres dis-
solved in water).

If the system is able to detect ballistic light, there is no loss in resolution. Mi-
croscopic techniques through scatterers have great potentials for noninvasive ima-



14.1. IMAGING 623

Figure 14.7: (a) Depth scan through a 10 mm glass layer that introduces spherical aber-
ration and decreases the depth resolution of the confocal microscope (from [35]). (b) Scan
over a straight edge. The scatter density was 2µsL ≈ 20.

ging of biological and medical samples, see, for example, [37]. Figure 14.8 shows
the images from a confocal and a correlation microscope of a cell layer of a leaf.
The depth position of the layer was 80 µm from the lower epidermis.

Figure 14.8: Correlation (left) and confocal (right) image of a cell layer 80 µm buried
under the lower epidermis (from [38]).
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14.2 Solitons

The concept of solitons has already appeared in various chapters of this book. For
instance, we have seen in Chapter 6 how an elementary model for a laser ca-
vity, including only self-phase modulation and dispersion, leads to the nonlinear
Schrödinger equation, which has steady-state “soliton” solutions. The same model
applied to fibers finds stable pulse shapes propagating without distortion over long
distances. We have seen in Chapter 9 how solitons could be used for the shaping of
fs pulses. This application transcends the fs time domain: In communication, pulse
durations in the range of 20 to 80 ps are propagated without distortion through tens
of km of fibers, or over 106 pulse lengths. The solitons used for pulse-coded com-
munication which are solitons in the time domain will be briefly reviewed later.
The nonlinear Schrödinger equation was first derived and solved by Zacharov and
Shabat [39] in the context of self-focusing and self-filamentation. The solutions
of this equation describing stable filaments are solitons in the space domain. The
high intensities of fs pulses can also lead to spatial solitons, such as the observed
filamentation in air of fs pulses [40–42]. A more complex problem is that of soli-
tons both in the temporal and spatial domain, which we will discuss at the end of
this section.

14.2.1 Temporal solitons

We have seen in Chapter 9 that ultrashort pulses of sufficient intensity launched in
a single-mode glass fiber above the zero-dispersion wavelength evolve into a soli-
ton. As mentioned earlier, since the soliton maintains its characteristics over long
distances, it is an ideal signal for pulse-coded long-distance communication. Since
any wavelength above the zero-dispersion point can be used, wavelength multi-
plexing is possible. The following problems must be overcome for-long distance
propagation:

1. Decrease of the soliton pulse energy over long distances due to linear fiber
losses.

2. Variations of the soliton propagation velocity resulting in timing jitter, hence
loss of information.

3. Sliding of the soliton frequency, resulting in a mixture of adjacent frequency
channels.

The first problem is solved with erbium-doped fibers (cf. Chapter 7) used as optical
amplifiers. For example, in a test of a trans-Pacific soliton link [43], an Er-doped
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amplifier was located every 26 km to restore the original soliton pulse energy, as
sketched in Fig. 14.9.

Figure 14.9: Optical soliton transmission line, showing schematically two units of fiber-
repeater. Each unit consists of a single-mode, low-loss communication fiber, a Fabry–Perot
filter, and an erbium-doped amplifier. The soliton spectrum makes its way through the
successive filters with sliding transmission peaks, while the noise sees the overall attenua-
tion of the overlapping filters.

Gordon and Haus [44] showed that the timing jitter is related to a jitter in the
pulses’ central frequency. They found that a certain component of noise added
to the soliton will instantly shift its optical frequency, and consequently its velo-
city, hence its time of arrival. A consequence of the Gordon–Haus theory is that
a soliton has the property to shift its average frequency toward the frequency of
maximum transmission of a filter. Let us consider, for instance, a soliton whose
frequency is slightly shifted from the filter peak transmission. The differential loss
across the soliton spectrum, in conjunction with the ability of the nonlinear effect to
generate new frequency components, provides a force to push the soliton back to-
wards the filter peak. A frequency filter can therefore solve the time jitter problem
by preventing the soliton frequency from drifting around.

In an actual system, to accommodate frequency multiplexing, a Fabry–Perot
filter is used at the same location as the amplifier. Each transmission peak of the
Fabry–Perot interferometer defines a particular communication channel. One dis-
advantage of the optical amplifiers is that the noise is also amplified. Because of
the property of the soliton to shift its frequency in the presence of differential noise,
filters of slightly different frequency can be put at the successive amplifier location,
cf. Fig. 14.9. The soliton makes its way through the different filters located at each
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successive amplifier, while the noise, being linear, sees the attenuation provided by
the overlapping filters centered at different frequencies. Typical etalons [43] used
as filters are Fabry–Perot interferometers of 1.5 mm length and 9% reflectivity.
The fiber can support communication channels at frequency intervals of 100 GHz,
which is the free spectral range of such an etalon.

In the example of trans-Pacific communication, the frequency of the etalons at
successive amplifiers was shifted by 0.18 GHz at each successive amplifier spaced
26 km apart. The total shift over the 9,000 km trans-Pacific distance is still smaller
than the 100 GHz frequency spacing between channels [43]. The soliton pulse
duration was 16 ps at 1557 nm. The fiber had an average dispersion D = 0.5 ps/(nm
km). We recall (cf. Fig. 9.4) that the parameter D = dk′`/dλ = −(2πc0/λ

2)k′′` is
generally used to characterize fibers, because it relates directly to the group delay
(in ps) per nm of bandwidth, and per km propagation length.

While this particular example is not specifically in the femtosecond time scale,
the concept and implementation originate directly from the properties of fs pulse
propagation discussed in Chapters 1 and 2, and the pulse compression techniques
explained in Chapter 9. Stable soliton propagation requires a balance of positive
(negative) self-phase modulation and negative (positive) group velocity dispersion,
and negligible losses. The diffraction losses are eliminated in fibers by confining
the high-intensity pulse in a waveguide. In a bulk material, a mechanism for trans-
verse confinement of the beam is required to compensate for diffraction losses.
Such a mechanism is provided by self-focusing and self-filamentation, a problem
addressed in the next subsection.

14.2.2 Spatial solitons and filaments

In this section, spatial solitons relate to the confinement of pulses in a self-guided
waveguide. Because of their high peak power, femtosecond pulses are a primary
source to observe this phenomenon.

Chiao, Garmire, and Townes [45] showed that the propagation equations for a
time-independent field, in the presence of a self-focusing nonlinearity, reduce to the
nonlinear Schrödinger equation. As we have seen in Chapters 6 and 9, the nonli-
near Schrödinger equation has stationary solutions. These solutions were precisely
investigated in the context of self-focusing [39]. Steady-state solutions, however,
are not a proof of the existence of stable filaments, in particular for pulsed radia-
tion.

As detailed in Chapter 3, Akhmanov et al. [46] showed that a nonlinearity of
order larger than n2 and of opposite sign can result in the formation of stable fila-
ments. As the beam collapses because of self-focusing, the intensity on axis incre-
ases until the self-defocusing (for instance, from a negative term in n̄4I2) balances



14.2. SOLITONS 627

the self-focusing due to the positive n̄2I term. The filament stabilizes at a diameter
w such that the defocusing and focusing are in equilibrium. Such filaments have
been observed with continuous radiation in materials of large, slow nonlinearities,
such as suspensions of latex spheres, aerosols, and microemulsions [47,48]. In the
case of pulsed radiation, the existence of filaments has been questioned. Instead,
it has been postulated that a “moving focus,” which in solids leaves a filament-like
trace, can be generated with pulses [49, 50].

Figure 14.10 illustrates the mechanism by which a self-focused pulse is ex-
pected to create a moving focus. On the left of the figure the initial pulse is shown
at the beam waist characterized by w0. The pulse is divided in successive slices
of equal energy approximating the pulse profile. In the sketch of Fig. 14.10 the
first and last slice start at the pulse FWHM. This first slice is assumed to be suf-
ficiently above the critical power to focus at point A at a distance zS F given by
Eq. (4.94); the central slice focuses at point B. The length AB = L is equal to
zF(Pmax/2)− zF(Pmax). It is interesting to note that the pulse intensity of the input
pulse is actually higher than the intensity in any plane within the focal region L for
fs pulses. For ns pulses, the opposite is true. While this can be shown numerically,
a simple model shall suffice here to bring this point home.

Figure 14.10: Illustration of the moving focus phenomena, for a pulse of duration tp.
Each disk represents a slice of the input pulse of certain power. Self-focusing leads to
focusing at different locations depending on the power of a particular slice.
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Each slice of the original pulse gets focused at various (cylindrical) focal vo-
lumes distributed along the line AB. The diameter of the cylinders (focus spot)
D is finite for the reasons discussed in Section 4.8.1; from experiments D ≈ 100
µm [42, 51]. Since each of the focal volumes contains the same number of pho-
tons as the original slice, the total energy in the cylindrical volume made up of all
the focused slices is equal to the energy of the pancake shaped original pulse. We
neglect here the contribution from the out-of-focus light in a particular slice since
the intensity is mainly determined by the in-focus components. The total energy
of the pulse is initially distributed in a volume of approximately Vi = cτp×πw2

0/2.
This energy is thereafter distributed along the “focal volume” of approximately
V f = πD2L/4, which controls the pulse intensity. For the comparison of fs and ns
pulse focusing let us assume that in both cases L = 1 m. In the case of a 10 ns
pulses of w0 = 1 cm, Vi is of the order of 0.5 · 105 mm3, while V f is of the order
of 10−3 mm3. A considerable increase in energy density is thus taking place in the
“filament” region, hence the filament like damage tracks observed after high power
nanosecond irradiation of solids.

In the case of fs pulses as sketched in Fig. 14.10, the pancake shaped initial
pulse volume is only Vi ≤ 0.5 mm3, while the intense pulse sweeps a focal volume
of V f ≥ 15 mm3. In the case of a fs pulse, there is thus less energy density in the
focal region than in the original pulse. Therefore, in the case of self-trapping of
fs pulses in air, the strong nonlinear phenomena such as conical emission [41, 42]
and multiphoton ionization [40] can only be explained if a significant portion of
the original pulse is trapped as a “light bullet” within the filament as opposed to a
moving focus.

We discussed in Section 4.8 possible mechanisms of beam trapping. In the
simple theory of steady state self-focusing, the filament remains confined through
a balance of the self-focusing (term n2E

2) and a self-defocusing [term n3E
3 in

Eq. (4.100)] of opposite sign. The simple interpretation most commonly cited is
that the stabilizing higher order index due to an electron plasma leads to defocu-
sing. In the case of air, the electron plasma is created by (multiphoton) ionization.
A second contribution to the negative index change stems from the shift of the ab-
sorption edge towards shorter wavelengths (because of the replacement of neutral
molecules by ions).

The physical reality is more complex, since numerous effects other than the ne-
gative lensing of an electron plasma contribute to compensate self-focusing. Some
of these effects are illustrated in a model of filamentation without ionization [52].
Any nonlinear phenomenon (of order higher than 3) that limits the pulse intensity
will have a stabilizing influence on the filament. One example is third harmonic
generation, that has been shown to be quasi phase-matched and to play a role in
sustaining the propagation of filaments produced by IR pulses [53–55]. At the op-
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posite end of the spectrum, optical rectification has been observed and — because
of the short duration of the propagating optical pulse — has resulted in the genera-
tion of THz radiation. The experimental observation of a THz pulse emitted by a
filament [56] was explained as being the result of a longitudinal plasma oscillation
created by the Lorenz force [57]. Both of these nonlinear effects reduce the n2E

2

term by drawing power from the beam, hence acting similarly as a saturation of the
focusing term.

A similar saturation effect can occur as a result of pulse splitting [58]. Mul-
tiple pulse splitting results from self-phase modulation and dispersion only, far
below the power required for plasma formation, as demonstrated by Bernstein et
al [59, 60], in a measurements where the pulse temporal and spatial profiles for a
self-focusing beam. Because the beam, with an initially Gaussian profile (4 mm di-
ameter FWHM), was focused down to not less than 1 mm over 23 m, the intensity
never reached a level at which conical emission, harmonic generation or ionization
become significant. Therefore, the multiple pulse splitting that was observed resul-
ted purely from phase modulation and dispersion. The phase modulation leads to
a lower frequency of the pulse leading edge, and to a higher frequency at the pulse
trailing edge. Because of the normal dispersion of air, the leading edge travels fas-
ter than the trailing edge, resulting in pulse splitting. As the pulse splits, the peak
intensity is reduced, resulting again in an apparent saturation of the self-focusing
effect.

Application to remote sensing

Associated with the filaments is an intense white light or conical emission, which
can be used to probe remotely the atmosphere [61, 62]. Two physical phenomena
giving rise to that white light emission are illustrated in Fig. 14.11. Figure 14.11
(a) is the pulse intensity profile. SPM results in a similar phase modulation profile
[Fig. 14.11 (b)], leading to a frequency sweep [Fig. 14.11 (c)]. The latter fre-
quency excursion adds frequency components to the pulse, thereby broadening its
spectrum. In combination with normal dispersion, the self-phase modulation re-
sults in pulse splitting. The low-frequency components generated in the leading
edge of the pulse propagate faster than the high-frequency components generated
in the tail of the pulse. This mechanism accounts for spectral broadening in the
formation stage of filaments. As filamentation sets in, further spectral broadening
is due mainly to amplitude modulation rather than phase modulation [63,64]. This
results from the self-steepening effect due to the first order correction to the SVEA
(∂PNL/∂t), as detailed in Section 4.5.3 and illustrated in Figs. 14.11 (d) through (f).
The responsible nonlinear polarization is sketched in Fig. 14.11 (d). Its impact on
the propagating pulse can be illustrated by subtracting a field distribution of shape
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similar to curve (e) from the original pulse, leading to Fig. 14.11 (f).

Figure 14.11: Left: illustration of the influence on pulse propagation of the Kerr effect
nonlinearity. The pulse intensity represented in (a) gives rise to a nonlinear index (b), hence
the frequency modulation shown in (c). Right: influence of the shock term, proportional to
the derivative (e) of the nonlinear polarization (d), leading to the asymmetric shape (f) for
the field.

The white light emission of filaments has been studied extensively both theo-
retically and experimentally (see for instance refs. [64, 65]). Launched vertically,
the white light emission has been used to irradiate the atmosphere up to 13 km alti-
tude [61, 62]. Spectral analysis of the time-gated return provides a means to study
the composition of the atmosphere [66]. Measurements of the angular distribution
of the supercontinuum emission show that it is peaked towards the backward di-
rection [67], an effect that could be attributed to an inversion created in multiphoton
excited nitrogen [68].

Application to laser induced discharges

The ionizing properties of a filament, combined with the relatively long spatial
extension, should make it an ideal tool for laser induced discharges. The process
by which seeding of a low density of charges in a uniform electric field results
in a discharge has been investigated theoretically and experimentally [40]. High
voltage electrical discharges were triggered and guided with UV pulses (248 nm)
of only a few mJ energy over a gap of the order of 0.5 meter [69, 70]. The gap or
reduction of breakdown voltage do not scale with the pulse energy. Even with 400
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times higher pulse energies, the length over which a discharge could be guided re-
liably was only 2 or 3 times longer [71]. Plasma interferometry measurements [72]
have shown that the ionization created in air by a filament exists for only 200 ps.
A typical electron density of 1017 cm−3 in air causes a decrease in the index of
refraction, which lasts for about 200 ps because of electron-ion recombination and
the attachment of electrons to oxygen. There is a subsequent decrease in the index
of refraction because of expansion of the air heated by the laser excitation. The ra-
refied air can provide a preferential path for the discharge, but does not efficiently
reduce the minimum field required to produce a discharge over a given gap. This
explains the difficulties in achieving breakdown reduction and discharge guiding
over large gaps. A solution to the problem of triggering and guiding discharges
over long distances is to maintain the ionized channel created by the UV or IR
filament through inverse Bremstrahlung (plasma heating) and photodetachment of
oxygen. Pulse intensities ranging from 1 to 10 MW/cm2 have to be maintained in
the channel, for the time duration required to trigger the discharge [70].

The ability to trigger a discharge depends also on the initial electron density
deposited by the fs pulse in the filament path. Various evaluations of the electron
density have been based on conductivity measurements. The values reported vary
between 1012 cm−3 [73], 1014 cm−3 [51] and 1016 cm−3 [74]. Measurements per-
formed with the same set-ups and 1-ps UV pulses (250 nm) and 100-fs IR pulses
(800 nm) [51] indicate a 20 × larger conductivity induced by the UV filament than
by an IR filament, the latter produced by a 10 × more energetic pulse. The larger
conductivity in the UV filament is important for laser discharge applications and
is attributed to the fact that the nonlinear ionization is only a three-photon process
compared to a 9- to 10-photon process for the IR filaments. In both cases a diame-
ter of the filaments of 100 µm was obtained, implying an intensity of 1 TW/cm2 in
the “UV” filament versus 100 TW/cm2 in the “IR” filament. Using these intensities
and typical cross sections for the multi-photon absorption one estimates electron
densities that are consistent with the conductivity measurements 1.

14.2.3 Spatial and temporal solitons

The GVD parameter k′′` of air is approximately 0.15 fs2/cm at 800 nm [77,78]. For
a 50 fs pulse that is often used to produce filaments, this dispersion corresponds to
a characteristic distance [as defined by Eq. (1.139)] of LD ≈ 160 m. All dispersion
effects of the atmosphere are thus negligible at that wavelength.

1Couairon and Bergé [75] however, using the Keldysh formula [76] for the evaluation of the three
photon ionization of oxygen, infer from their calculations a beam diameter of 40 µm for the UV
filament and 200 µm for the IR, leading to the same intensity in UV and IR filaments.
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If we consider instead the dispersion of air at 248 nm, k′′` ≈ 1 fs2/cm and for a
50 fs pulse LD ≈ 25 m. Thus pulse broadening should occur over distances of the
order of 10 m with UV fs pulses. Therefore, the existence of filaments over tens of
meters requires that the pulse be trapped in space and in time.

A similar situation arises with filaments created at 800 nm with pulses of less
than 10 fs duration: the dispersion length in air is now only LD ≈ 6 m. Using gases
other than air (such as Ar) at higher pressure the characteristic length can be made
of the order of tens of cm, and spatial-temporal soliton formation is possible. A
recent application of filaments involves compressing intense fs pulses (i.e. < 20 fs,
≈ 1 mJ) down to a few fs (5.7 fs to 5.1 fs reported in Hauri et al. [79, 80]). This
mechanism of (soliton) compression is based on phase modulation and dispersion,
as was explained in Chapter 9. Numerical simulations relating to this compression
mechanism have been published by Couairon et al. [81].

14.3 Sensors based on fs lasers

14.3.1 Description of the operation

This section is dedicated to some applications of femtosecond lasers as sensors.
Rather than to use the beam radiated by the laser to perform measurements, this
type of metrology uses the laser as a differential interferometer. Two or more
pulses that are circulating in the laser resonator are made to interfere and a beat
note is measured. A form of amplitude coupling is required to ensure that the
pulses cross at the same two points during each round-trip, which also ensures that
the two output pulse trains corresponding to each of these pulses have the same
repetition rate. Any phase coupling (for instance backscattering from one pulse
into the other) at a crossing point should be avoided, since it leads to frequency
locking of the two pulses, which washes out the differential measurement. Two
possible ways to achieve the desired two-pulse per cavity round-trip operation are:

1. Inserting of a saturable absorber flowing dye jet in the laser resonator

2. Use of an intracavity pumped OPO

The first method is relatively straightforward, but limited to laboratory applicati-
ons [82, 83]. The pulses meet at the saturable absorber, because this is the confi-
guration of minimum loss, since — as discussed in Section 6.3.2 — standing wave
saturation is more effective than travelling wave saturation. In order to prevent
locking of the two pulse frequencies to each other, liquid jet saturable absorbers
are used, because the phase of the backscattered pulse is averaged out [82]. In
the case of a ring laser (Fig. 14.12) the two pulses circulate in opposite directions
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Figure 14.12: General configuration of sensors based on interfering the outputs of a laser
with two intracavity pulses per round-trip, in a ring configuration. A saturable absorber
dye jet sets the intracavity pulse crossing point. An extracavity detector is located at equal
optical path from the pulse crossing point in the cavity. The gain medium is located at
1/4 cavity perimeter from the pulse crossing point to ensure equal gain recovery after each
pulse passage. S is a possible sample of which certain properties are to be measured
(sensed). For this an excitation can be applied synchronized to the pulse round trip if
needed.

in the cavity. The pulse crossing point is “imaged” on a detector via a “detection
interferometer” (the optical path for the two pulses from the crossing point to the
detector is the same).

The second method consists essentially in having a fs “pump” laser, in the ca-
vity of which an optical parametric oscillator (OPO) crystal is inserted (Fig. 14.13).
That same crystal is also part of the “signal” cavity [84]. At each passage of the
pump pulse through the OPO crystal, a signal pulse is generated. There are there-
fore two signal pulses per cavity round-trip time. The repetition rate is the same
for both pulse trains, since it is uniquely determined by the length of the pump ca-
vity (τRT = Lp/3gp where Lp is the pump cavity length, and 3gp the group velocity
averaged over one round-trip) in the pump cavity. In the case of the intracavity
pumped OPO, it is the fixed repetition rate for the two pulses that results in a fixed
crossing point.

Whether in a linear or a ring cavity, two circulating pulse trains (labelled by the
index “1” and “2” below) of identical repetition frequency ∆ are generated, which,
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in the frequency domain, correspond to mode combs of frequency

νm,1 = f0,1 + m∆

and
νm,2 = f0,2 + m∆,

as discussed in detail in Chapter 6 [cf. Eq. (6.11)]. Mixing these frequencies in a
quadratic detector (photodiode) produces a beatnote ∆ν at the difference frequency
of the two carrier to envelope offsets:

∆ν = | f0,1− f0,2|. (14.5)

Let us now assume that by some process (to be defined later) the dispersive pro-
perties of sample S (Fig. 14.12) are different for each circulating pulse, which
changes the effective index of the cavity n(ν) defined in Eq. (6.1). As a result the
mode combs become

ν′m, j = f ′0, j + m∆′

resulting in a new beat note of

∆ν = | f ′0,1− f ′0,2|, (14.6)

Figure 14.13: Linear cavity configuration of an intracavity pumped OPO. An OPO cry-
stal is common to the pump and signal cavities. The two pulses generated in the signal
cavity cross at the two points marked by a dot. As in Fig. 14.12, the two outputs are made
to interfere after an appropriate delay line at the detector D.
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because the repetition rate ∆′ is locked to the same value for either train of pulses.
Experiments have shown that the difference | f ′0,1− f ′0,2| is proportional to the phase
difference ∆ϕ between the two pulses experienced at each round-trip:

∆ν ∝
∆ϕ

2πτRT
. (14.7)

In many cases the constant of proportionality is close to one, some examples will
be discussed below. Thus, the sensor described in this section is basically a phase
detector (∆ϕ). In contrast to standard techniques that convert a phase difference
into an amplitude difference in an interferometer, this method converts the phase
difference into a beat frequency. As we have seen in Fig. 6.6, even with an unsta-
bilized laser it is possible to record a change in ∆ν of 1 Hz, which, according to
Eq. (14.7) corresponds to a phase sensitivity of 10−7 in a cavity of τRT = 16 ns.
If — as is often the case — the phase difference is due to a differential change in
cavity length or perimeter ∆P: ∆ϕ = k`∆P, then Eq. (14.7) can be written:

∆ν

ν
=

∆P
P
. (14.8)

With ν ≈ 3 ·1014 Hz, ∆ν ≈ 1 Hz and a cavity perimeter P (corresponding to 2 L for
a linear cavity), of the order of 1 m, this sensor should be sensitive to changes of
cavity length of the order of 10−15 m.

The different types of sensors distinguish themselves by the particular process
of converting a physical quantity into a phase shift. Some examples will be given
next, pertaining to two categories of detectors:

1. Detector of non-reciprocal effects. The “sample” can be the laser itself (ro-
tation sensing), a flowing fluid (motion measurement by Fresnel drag), a
material with a high Verdet constant (magnetic field measurement), or a re-
sonant atomic vapor (intracavity phase spectroscopy). This type of response
exists also with cw lasers, but, with mode-locked ring lasers, the sensitivity
is not limited by a dead band.

2. Detector of changes of the optical cavity length externally synchronized by
processes such as the electro-optic effect, or the displacement of reflecting
surfaces by phonons, or the change of cavity length due to nonlinear indices.

The latter type of measurement is unique to mode-locked lasers, because it exploits
the property that the two intracavity pulses occupy different positions in the cavity
at different times, and can thus be distinguished. This is not the case if the cavity
is filled uniformly by a cw beam, as is the case in a He-Ne ring laser for instance.
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14.3.2 Inertial measurements (rotation and acceleration)

Rotation

The mechanical gyroscope (gyro) is an instrument based on the conservation of
angular momentum of a spinning wheel. The fixed orientation of the angular mo-
mentum provides information on the motion of a moving frame of reference. An
optical gyro based on a fs laser is essentially the instrument sketched in Fig. 14.12,
without any intracavity addition.

There are three possible descriptions of the operational principle of this instru-
ment. that were initially introduced for cw lasers. It turns out that, with some
caution, one can also apply the same arguments to explain the behavior of mo-
delocked laser gyros. The key is that an intracavity element always ensures that
the pulse round trip time τRT remains the same for both pulse trains. Let us assume
a ring laser of diameter R and rotating with angular velocity Ω. The first model is
considers the interference pattern created by the two “counter-rotating” beams. The
two beams having the same frequency, this standing wave pattern (of period λ`/2)
is fixed in an absolute (i.e. non accelerating) frame of reference. A detector in the
rotating laboratory frame will produce a sinusoidal signal from these interference
fringes passing by at a rate 2RΩ/λ.

A second approach to consider is that, for the observer in the laboratory frame
rotating at the angular velocity Ω, the two circulating beams will be Doppler shifted
up and down by ν`RΩ/c, resulting in a total shift (or beat note) of ∆ν = 4AΩ/(Pλ`)
(A and P being the area and perimeter of the ring, respectively). The factor R =

4A/(λP) is called the “scale factor” of a ring laser, and is valid for cavities of
arbitrary shape [85, 86].

A third point of view, now with the laboratory frame at rest and the laser rota-
ting, is that the two counter-rotating beams are resonating in a cavity that is lengthe-
ned in the sense of rotation (cavity perimeter P2), shortened in the other direction
(cavity perimeter P1). Hence, the corresponding mode combs (cf. Eq. (14.6)
will be shifted in frequency by the amount ∆ν = | f ′0,1 − f0,2| = ν`(P2 − P1)/c =

4AΩ/(Pλ`).
Compact single-mode He–Ne ring lasers are extensively used as navigation

gyroscopes in commercial aircrafts. Continuous-wave laser gyros are plagued by
a phenomenon called lock-in: the response of continuous-wave laser gyros is zero
for a range of small rotation rates. This dead band is due to the scattering of one
circulating beam of the ring laser into the other direction. This weak coupling may
“injection lock” the counterpropagating modes, i.e., force each of them to operate
at the same frequency as radiation injected from the other mode.2

2Hence the label “mode-locking” which is sometimes given to this effect, since the scattering of
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The “lock-in” problem can be avoided with ultrashort pulse lasers, where the
two counterpropagating pulses meet in only two places. If the phase coupling at
these meeting points is avoided, (as is the case in the examples presented so far), the
dead band is eliminated. There is no phase coupling in the case of an intracavity
pumped OPO such as sketched in Fig. 14.13. Such is also the case for a phase
conjugated interaction through degenerate four-wave mixing, such as occurs in a
saturable absorber dye jet [87] as in Fig. 14.12. This lock-in problem will be dealt
with in more detail in Section 14.3.3 to follow.

Acceleration

We have seen in the previous section that the ring configuration of Fig. 14.12 leads
naturally to a form of inertial sensing of rotation. Similarly, the linear configuration
of Fig. 14.13 has an inertial response as accelerometer. Let us consider indeed that
the whole laser is accelerating along the direction BA (the laser cavity is rigid and
the distance from A to B is L). Let us consider a pair of pulses issued at the crossing
point at a distance ` from mirror B. One of the two intracavity pulses travelling to
the right hits mirror B, receives a Doppler shift ν`3/c, before proceeding to the
left and sending an output to the delay line. Meanwhile, the other pulse travels
to the right, receives a Doppler shift ν`[3+ a(L− 2`)/c]/c, before proceeding to
the right and sending an output to the detector, to interfere with the other output.
The measured beat note is thus ∆ν = a(L− 2`)ν`/c2. If the detection delay arm is
increased by the amount NτRT , where N is a large integer, the beat note is

∆ν = a[NτRT + (L−2`)/c]ν`/c. (14.9)

14.3.3 Measurement of changes in index

In this subsection we will describe how a change in refractive index synchronized
to the cavity repetition rate can be sensed. A straightforward measurement is that of
the nonlinear index of a sample inserted in the cavity of Fig. 14.13. The sample can
be the lithium niobate crystal of the OPO itself [88]. If the two pulses circulating
in the OPO cavity have an intensity I1 and I2, a beat note appears because of the
different phase shift introduced by the nonlinear index of LiNbO3. The beat note
frequency

∆ν ∝
2π
λ`

n̄2〈I2− I1〉 (14.10)

is proportional to the nonlinear index of the crystal. 〈〉 denotes averaging over the
pulse and beam profile.

one circulating mode locks the frequency of the other. This is not to be confused with the mode-
locking creating ultrashort pulse trains.
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In Fig. 14.12, an arrow at the sample S indicates a possibility to change some
property of a cavity element by an external signal that has the same periodicity
as the pulse rate. An example is a voltage applied to a Pockels cell. The syn-
chronization can be ensured by using the voltage from a photodetector monitoring
the pulse train. To demonstrate the concept, a Pockels cell oriented as a phase

Figure 14.14: The output of the clockwise pulse of the ring cavity reaches the avalanche
photodiode shortly before the time of arrival of the counterclockwise pulse in the Pockels
cell. The electrical pulse from the photodiode is applied to the Pockels cell, resulting in a
change in index, and therefore also in cavity length for the counterclockwise pulse.

modulator is inserted in the cavity as shown in Fig. 14.14. An avalanche photo-
diode detects the pulse train from the laser and applies an electrical pulse to the
Pockels cell. Appropriate optical delay ensures temporal coincidence of the elec-
trical pulses and one of the cavity pulses at the electro-optic crystal. Because the
other cavity pulse always reaches the Pockel’s cell between electrical pulses, the
two counterpropagating pulses experience different indices in the cell. The optical
length of the cavity is therefore different for the two senses of circulation of the
intracavity pulses. Therefore, interfering the two outputs on a detector will result
in a beat frequency between the two outputs that is equal to the difference in the
CEO frequencies. The voltage V0 cos(2πt/τrt) applied across the thickness e of the
electro-optic crystal results in a change of index ∆n = (deffV0/e)cos2πt/τrt over a
crystal length `. The resulting beat note is:

∆ν = K
∆n`
λ`τRT

= K
V0deff`

eλ`τRT
, (14.11)

where K is a constant of proportionality shown to be close to one in this experiment,
and de f f is the electro-optic constant.

Figure 14.15(a) shows a plot of the beat frequency versus the amplitude of
the electric pulse applied to the modulator. By varying the optical delay, one can
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record the temporal response of the detector/electro-optic crystal combination as
shown in Fig. 14.15(b). The temporal resolution is that of the detector-crystal
combination. The particular measurement reproduced here [82] was performed
with an avalanche photodiode, and 1 m cable delay to the crystal. Figure 14.15(b)
shows a resolution of about 300 ps. The intrinsic resolution of the method, howe-
ver, is in the fs regime, limited only by the pulse duration. This arrangement is
a fast and sensitive tool for studying the intrinsic response of photodetectors (by
measuring directly the change of index due to the generated carriers) or photode-
tector/modulator combinations. The best sensitivity in these measurements can be

Figure 14.15: Beat note versus amplitude of the signal from the avalanche photodiode
(a), all other parameters being kept constant. (b) Change in beat note versus the optical
delay of the pulse impinging on the photodiode.

achieved when all other contributions to the beat note (such as rotation [89] or air
currents [90]) can be eliminated. The linear laser is therefore to be preferred for
this class of measurements. There is no “bias beat note” in the linear laser, because
the intracavity circulating pulses travel through the same optical elements in the
same order.
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Dead band, and measurement of low level scattering

If there is an optical element at one of the crossing points of the two intracavity
pulses, the fields may couple into each other. This “injection lock-in” modifies the
otherwise linear relationship between beat note and mode spacing between the two
pulse trains generated by the laser, leading to what is known as the “dead band” in
cw laser gyros. This problem is similar to frequency pulling and locking though
injection seeding. Theoretical treatments for the cw case can be found in ref. [91],
for example. With small modifications they can also be applied to modelocked
lasers as described below.

The phenomenon of coupling in the case of the mode-locked laser with two
intracavity pulses can be modelled best by considering the time evolution of the
spectral modes of the pulse trains. We note that this problem involves only one
time scale t: the time scale of the evolution of the phase and amplitude of the
pulses from the two trains over a large number of round-trips. Obviously this time
scale is much larger than the pulse duration. It is because of this that the main
characteristics of the cw models apply.

We consider each of the pulses of index i = 1,2 to be represented by their
spectral field envelope Ẽi(Ω, t)exp

[
iφi(Ω, t)

]
. If r̃ is the complex scattering coeffi-

cient for one field into the counterpropagating field, at each round-trip, a fraction
r̃Ẽ1 of the field Ẽ1 of pulse 1 is injected into the field Ẽ2, and vice versa. We make
the approximation that the pulses are unchirped, and preserve their shape. The
pulse belonging to train i can be written as:

Ẽi(Ω, t)ei[φi(Ω,t)] ≈ Ẽ(Ω)
[
E0,i(t)e[iφi(t)]

]
. (14.12)

The equations of (slow) motion for each frequency mode of each pulse are:

dE0,1(t)ei[φ1(t)]

dt/τRT
=

α1

2
E0,1(t)ei[φ1(t)−] + reiθE0,2(t)ei[φ2(t)]

dE0,2(t)ei[φ2(t)]

dt/τRT
=

α2

2
E0,2(t)ei[φ2(t)2] + reiθE0,1(t)ei[φ1(t)]

(14.13)

where r̃ = r exp(iθ) is the (complex) backscattering coefficient coupling the two
pulses at their meeting point. The net gain coefficient αi at each round-trip is
defined as the difference of the saturated gain and the loss/round-trip. Separating
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real and imaginary parts, leads to the system of equations:

d
(
E0,1/E0,2

)
dt/τRT

= r cos(θ−ψ)− r
E2

0,1

E2
0,2

cos(θ+ψ) (14.14)

dψ
dt

= ∆ω+
r
τRT

[
E0,2

E0,1
sin(θ−ψ)−

E0,1

E0,2
sin(θ+ψ)

]
,

(14.15)

where ψ = φ1 −φ2, and we made the approximation that α1 ≈ α2, consistent with
a laser with a high Q cavity. The term ∆ω on the right side of Eq. (14.15) is the
externally imposed relative shift between the two mode combs. The instantaneous
angular beat note frequency is thus ψ̇ = 2π∆νb as defined by Eq. (14.15). Instead
of a linear relation between the differential CEO and the beat note of Eq (14.6), the
coupling through the scattering results in a smaller beat note signal characteristic
for frequency pulling:

∆νb =
∆ω

2π
+

r
2πτRT


√

I0,2

I0,1
sin(θ−ψ)−

√
I0,1

I0,2
sin(θ+ψ)

 , (14.16)

where we have substituted the intensities for the fields. Note that these intensities
have the meaning of average pulse intensities changing on a time scale of several
round trips. If the scattering occurs through randomly moving scatterers (such as
in a dye jet), expression (14.16) has to be averaged over r and θ. For a given r, the
largest coupling occurs for θ = 0. For this case and ”steady-state” where the time
derivatives in Eqs. (14.14) and (14.15) are zero, we find a particular solution:

ψ = 0 and
I0,1

I0,2
= 1 for

|∆ω|

2π
≤

r
τRT

. (14.17)

This steady-state with its zero beatnote frequency relates the width ∆ω of the dead
band to the magnitude of the backscattering coefficient.

Measurements such as those shown in Fig. 14.16 yield the largest value of
∆ω = ∆ωmax for which the beat note response ∆νb = 0. This value corresponds
to the equal sign in the last expression of Eq. (14.17), and thus leads directly to
the measurement of the scattering coefficient r [92]. As shown in the example of
Fig. 6.6 the beat note resolution corresponds to 1 Hz in a laser with a round-trip
time of 10 ns. Therefore one can resolve an intensity backscattering coefficient
of r2 ≈ 10−16. Figure 14.16 shows the change in linear response of the beat note,
when a dielectric mirror is inserted at a pulse crossing point. The observed dead
band corresponds to an intensity backscattering coefficient of that mirror of about
2 ·10−11, obtained when the mirror was used at an angle of incidence of 20o.
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Figure 14.16: Beat note versus amplitude of the signal applied to the Pockel’s cell (artifi-
cial rotation). The straight line is the empty cavity response. With a mirror inserted at 20o

at the pulse crossing point, the beat note characteristics shows a dead band due to a small
amount of backscattering from the mirror.

Reduction of the beat note bandwidth through stabilization

The 1-Hz linewidth of the beat note noticed in the previous example is due mainly
to vibrations of the mirrors. Let us consider a particular mirror of the cavity, vi-
brating with an amplitude a ≈ 0.1 µm, at a mechanical resonance frequency cor-
responding to a period Tb ≈ 10 ms. The vibration of the mirrors contribute to the
bandwidth ∆νlaser of the individual modes of the two frequency combs emitted by
the laser. The maximum possible change in phase per round-trip due to vibration
is 8πa/λ; for a mean value averaged over many round trips and vibration periods
let us use a/λ. The broadening of a laser mode can now be estimated:

∆νlaser =
a

λτRT
=
ν` a
P
. (14.18)

Obviously, this bandwidth depends on the pulse repetition rate or the perimeter
(P = 2L for a linear cavity) of the cavity.

During the short time of a pulse roundtrip, the two pulses hit the vibrating
mirror at a different location. Hence a slightly different cavity perimeter ∆Pb seen
by the two pulses. If δt is the difference in time of arrival at the mirror, a maximum
cavity length difference of ∆Pb ≈ a× 2πδt/Tb results. For instance, to δt = 1 ns
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there corresponds a mirror displacement between the two pulses of 2π · 10−14m.
The cumulative effect of interfering the two pulse trains on the detector results in a
beat note bandwidth ∆νb:

∆νb ≈
∆Pbν`

P
=

aτRT

Tb

ν`
P

=

(
τRT

Tb

)
∆νlaser (14.19)

where we have made use of Eq. (14.18). The beat note bandwidth is thus typi-
cally three orders of magnitude smaller than that of an isolated mode of the laser.
Because the beat note is proportional to the laser bandwidth, a stabilization that
reduces the laser mode bandwidth by three orders of magnitude will also reduce
that of the beat note by the same amount, hence a sensitivity to rotation of the or-
der of 10−4 degrees/hour can be expected. The stabilization should be applied to
both pulses circulating in the cavity simultaneously. This requirement puts some
constraints on the geometry of the cavity and the location of the control elements.
For example, in the OPO configuration of Fig. 14.13, the beat note bandwidth of
the signal can be reduced by mode stabilization, provided the correction to the ca-
vity length is applied symmetrically with respect to the pulse crossing point (in
such a configuration, both pulses travelling in opposite direction receive the same
modification at various points of the cavity).

14.4 Stabilized mode-locked lasers for metrology

In Chapter 6 we explained the ability of a stabilized fs laser to act as an extremely
sensitive frequency ruler and most accurate clock at the same time. Recall that the
frequency comb describing the laser output in the spectral domain

νm = f0 + m∆ (14.20)

relates optical frequencies νm to radio frequencies ∆ = 1/τRT . As is obvious from
this relation, two parameters are required to define the femtosecond frequency
comb corresponding to a mode-locked pulse train. Likewise, to stabilize the comb,
two parameters must be controlled (and stabilized) independently. These two pa-
rameters can for instance be the pulse repetition rate, and the exact frequency of
a particular optical mode. A second option is to make an exact measurement of
the frequency of two modes, which requires two optical standards within the band-
width of the pulse. A third option is to measure one optical mode, and the carrier to
envelope offset (CEO). Only one calibrated measurement is required, if the carrier
to envelope offset can be measured, controlled and set to a constant value. We will
next present the technique to measure the CEO. As will be shown in the next two
sections, this technique is limited to pulses shorter than 100 fs. For picosecond
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pulses, the CEO can be extracted from a precise measurement of the repetition rate
and one optical mode. At the end of this section we will then describe how a fs
laser can be stabilized to external cavities.

14.4.1 Measurement of the carrier to envelope offset (CEO)

We will first describe the most commonly applied techniques to measure the CEO
based on “f to 2f interferometry”. We will then introduce a technique to produce the
required octave-spanning spectrum using continuum generation in special fibers.

f to 2f interferometry

This is a “self-referencing” method, in which a mode from the high-frequency part
of the spectrum (mode number mh) is made to interfere with a frequency doubled
mode from the low-frequency portion of the spectrum (mode number ml) [93–95].
The lowest component of the beat note spectrum

∆ν = |2( f0 + ml∆)− ( f0 + mh∆)| = | f0 + (2ml−mh)∆| (14.21)

is the CEO f0.
An experimental setup of this self-referencing technique is shown in Fig. 14.17.

A two-prism spectrometer is used to separate the red and blue parts of the spectrum.
An aperture A selects the desired blue portion of the spectrum, which is retro-
reflected through the two prisms before being sent by a beam splitter to the f/2f
interferometer. In one arm of the interferometer, a nonlinear crystal is inserted to
frequency double the infrared pulse (shown as dotted line in Fig. 14.17). With a
frequency doubling crystal type I, (BBO crystal phase matched for the infrared end
of the pulse spectrum) the second harmonic is polarized orthogonally to the fun-
damental, and can thus be combined with a polarizing beam splitter with the blue
portion of the fundamental pulse. A polarizer oriented to project equal components
of the two orthogonally polarized signals along its axis, ensures maximum contrast
of the beat signal on the photodetector APD.

There is no need for a wavelength selective aperture in the infrared portion of
the spectrum, since the phase matching condition of the SHG crystal will provide
the required spectral selection. Ideally, the two prisms should be configured for
zero GVD, according to the calculations of Section 2.5.5, in order to prevent pulse
broadening and phase modulation due to dispersion. The amount of intracavity
glass and the prism separation can be selected for zero group velocity dispersion
according to Eq. (C.18).
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Figure 14.17: Measurement of the carrier to envelope offset (CEO) frequency of a fs
comb by “ f to 2 f ” interferometry. The relevant high and low frequency parts of the
spectrum are selected by a spectrometer with zero GVD. A high frequency part of the
spectrum is selected by an aperture A. The pulses from the blue and IR part of the spectrum
are sent to a Mach Zehnder interferometer. The beams are reflected after the prism pairs at
a lower level, so that they can be picked up by a mirror diverting them towards the Mach
Zehnder interferometer. A frequency doubling crystal (phase matched for SHG type I) is
inserted in one arm of a Mach Zehnder interferometer. The orthogonally polarized blue
part of the pulse spectrum and the second harmonic of the infrared are combined with a
polarizing beam splitter (PBS). An adjustable delay τd ensures that these two orthogonally
polarized pulses meet on the beam splitter. A polarizer selects an equal component of both
pulses to record their beat note with an avalanche photodetector (APD).

Creating pulse spectra spanning an octave

There are two main approaches to produce pulses whose spectra span a full oc-
tave - (i) build lasers that emit extremely short (5 fs in the NIR) pulses, and
(ii) broaden the spectrum of longer pulses outside the laser oscillator without de-
stroying the mode structure and coherence. Since the first approach was described
in Section 7.7.2 we will concentrate now on the spectral broadening.

Techniques based on optical fibers to generate a broad spectral continuum,
while preserving the coherence of the comb, have been developed, cf. Section 4.6.
Microstructured fibers [96], tapered fibers [97], and highly-nonlinear dispersion
shifted (HNLF) fibers [98–100] have been used to demonstrate octave-spanning
continua. Figure 14.18 compares the dispersion of microstructered fibers and
HNLF’s. In all these fibers the key issue is low dispersion at the wavelength of
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the input pulse allowing for long interaction lengths. This together with the small
confined beam diameter (guided mode) can produce large nonlinear effects, like
continuum generation, with the relatively low pulse energies available from laser
oscillators. Some characteristic parameters of fibers for continuum generation with

Figure 14.18: Dispersion of a typical small-core microstructured fiber in relation to
the Ti:sapphire wavelength, compared to HNLF dispersion and an Er fiber laser (from
ref. [100]).

low power lasers are listed in Table 14.1. The HNLF are ideally suited for the con-

Type Wavelength GVD nonlinearity
nm ps/(nm km)

Standard SMF 800 -110 n̄2 = 310−16 cm2/W
Microstructure 770 0

780 10 γ = 0.07 W−1m−1

900 70
Tapered 850 122 LNL = 0.6 mm
HNLF 1550 2.2 γ = 9 W−1m−1

Table 14.1: Some characteristic parameters of fibers used for continuum generation com-
pared to standard single-mode silica fibers (SMF’s). The last column lists the Kerr non-
linearity in terms of parameters introduced in Chapter 3. The parameter γ is related to
the nonlinear phase shift ΦNL that is induced by a laser power P over a propagation dis-
tance L by γ = ΦNL/(PL) = ωn̄2/(cAeff), where Aeff is the effective fiber cross section, cf.
Chapter 9.

tinuum generation with Er based fiber lasers operating at pulse durations in the
range of 50 fs to 200 fs.

The nonlinear Schrödinger equation, Eq. (4.111), has been used successfully to
simulate the pulse propagation and broadening in microstructure fibers [101, 102].
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It is observed that the broadest continuum is generated when the laser pulse is in
the anomalous-dispersion regime of the fiber, cf. Fig 14.18.

The method of f to 2 f interferometry requires that some phase correlation
between the pulse and the train is maintained in the continuum generation. One
method to study the coherence properties of the continuum is to interfere indepen-
dently generated continua. Two possible setups to perform such experiments are
sketched in Fig. 14.19. A continuum is generated in each branch of a Michelson
interferometer [Fig. 14.19 (a)]. The length of one arm can be varied to introduce a
delay τd between the spectrally broadened pulses entering the spectrometer. This
delay is observed as fringes across the combined spectrum of the pulses (spectral
interferometry). The visibility of fringes recorded as the spectrum is being scanned
is measured. The modulation depth of these fringes is a measure of the coherence.
Bellini and Hänsch [103] performed a coherence experiment with continua genera-
ted in microstructure fibers by a Ti:sapphire laser using Young’s double slit instead
of the spectrometer. There, the visibility of the spatial fringe pattern was analyzed.

Figure 14.19: Spectral interferometry applied to the study of the coherence of the con-
tinuum. (a) The continuum is generated in each arm of the interferometer. (b) The conti-
nuum is generated outside the interferometer, but the relative delay of the two arms is close
to the delay between successive pulses of the train. Therefore, it is the coherence between
the continuum generated by two successive pulses that is being analyzed.

The configuration shown in Fig. 14.19(b) with an integrated fiber interferome-
ter was used to study the coherence of continua produced by fiber lasers operating
at 1550 nm [104]. The result of the measurements of refs. [103,104] is that the con-
tinuum can be highly coherent (fringe visibility ≈ 1) when generated by ultrashort
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pulses (< 150 fs). The fringe structure disappeared in a broad continuum generated
by 1 ps pulses.

Experimental investigation of pulses of 190 fs duration in microstructure fi-
bers [105] shows that the pulse initially begins to self-Raman shift to longer wave-
lengths. The interplay of anomalous dispersion and Kerr nonlinearity enables the
formation and propagation of solitons propagating at different velocities. As these
higher-order solitons break up, parametric four-wave mixing generates frequencies
at wavelengths shorter than the zero-dispersion wavelength, eventually leading to
an intense blue radiation coexisting with a broad infrared supercontinuum [105].
One conclusion was that special fibers can only be used to extend the frequency
comb of sub-150 fs pulse trains.

14.4.2 Locking of fs lasers to stable reference cavities

Earlier stabilization experiments with mode-locked lasers often used short Fabry-
Perot etalons to stabilize the average position of the comb, directly employing
the techniques developed for single mode lasers [106, 107]. More recent experi-
ments have used external Fabry-Perot cavities as “mode filters”, transmitting every
20th comb component, such that any individual mode of the comb can be unam-
biguously identified with a wavemeter [93, 108]. Ultimate stability is reached by
stabilizing one mode to an atomic resonance while at the same time keeping the
CEO f0 constant. The use of the frequency comb as a “ruler” has been intro-
duced by the group of Hänsch as a powerful means to compare frequency stan-
dards [93, 109, 110]. It was first applied to a measurement of the cesium D1 line
using a mode-locked laser [108].

Another example of the application of a frequency ruler involves linking the
ytterbium to the iodine standard. The beat frequency between one mode of the
comb and a frequency standard such as an Yb+ stabilized laser at 871 nm provides
a calibration of the entire comb. Another mode of the same comb is made to beat
with an I2 stabilized laser at 1064 nm. This measurement thus provides the ratio
of the two frequency standards [111]. The noise in this direct ratio measurement
is the same as that of a direct comparison between two independent I2 standards,
indicating that this ratio measurement was limited only by the noise of the I2 stabi-
lized laser. It is estimated that the excess fractional frequency noise introduced by
the comb can be as low as 10−19 [112].

A building block of this time and frequency standard is a fs laser stabilized
to an external Fabry-Perot cavity. A close-up of such an experiment is shown in
Fig. 14.20 [113]. The reference cavity is a long (62.5 cm) Fabry-Perot resonator
made of a solid block of ultra-low expansion quartz, with high reflectivity mirrors
of the same substrate material optically contacted on both ends. The cavity was



14.4. STABILIZED MODE-LOCKED LASERS FOR METROLOGY 649

Figure 14.20: Stabilization of a mode-locked laser to a reference cavity. A phase mo-
dulator (EO) produces sidebands of opposite sign for each mode of the laser. The beam is
mode-matched to the reference cavity. The beam reflected off the reference cavity is dis-
persed by a grating. The spectral component picked up by detector PD1 is mixed with the
modulation signal (which was applied to the phase modulator) to produce an error signal
which is amplified and added as a correction frequency to the laser via an acousto-optic
modulator. The difference between the signals from PD2 and PD1 provides an error signal
for the repetition rate. The group velocity correction is either a tilt of an end mirror (follo-
wing a prism sequence in the laser cavity) or an intensity adjustment of the pump laser of
the fs laser.

placed in a vacuum chamber to isolate it from thermal and acoustic noise and, if
needed, to control the ambient pressure. The vacuum chamber usually kept the
pressure inside the reference cavity below 15 mTorr. The laser cavity length is
twice the length of the reference cavity, so that every other fs laser mode can be
transmitted3. The Kerr lens mode-locked laser produced pulses of ≈ 40 fs duration.

The standard technique to stabilize a single mode laser is the Pound-Drever-
Hall method [114]. The basic principle is to create sidebands (of opposite phase)
of the laser with a phase modulator (EO Mod. in Fig. 14.20). The phase modulated
signal is detected after reflection by the reference cavity, and the detector output is
mixed with the original modulation signal (not shown). At exact resonance (bet-
ween laser and reference cavity mode), the reflected signal has still equal and op-

3A shorter cavity is not desirable: if N is the ratio of the laser to reference cavity lengths, the
effective cavity finesse is reduced since the intensity of the pulse in the reference cavity is reduced
by a factor (1−R)N between incident laser pulses due to reflections at the mirrors.
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posite sidebands, and the result of the mixing is a null signal. The balance between
the two sidebands is lost outside of resonance, resulting in a negative or positive
mixing signal below or above resonance, which is the error signal to apply as cor-
rection to some controlling element within the laser. In the case of a single mode
laser, this will generally be a piezo-element (PZT) controlling the cavity length.

As we have seen in Chapter 6, in the case of the mode-locked laser, both the
repetition rate and the carrier frequency have to be stabilized. A single mode can be
stabilized using the same Pound-Drever-Hall [114] technique as for the cw laser,
by selecting a single mode with a grating 4. The “single mode” error signal is
obtained by mixing the signal from the detector PD1 with the phase modulation
(at fEO = 10.7 MHz, for example). Ideally this error signal should be applied to
an element that only corrects the mode frequency, without affecting the repetition
rate. Such a correcting intracavity element does not exist. A PZT on an end-cavity
mirror does offer good control of the mode position, but not without affecting the
repetition rate somewhat. An acousto-optic modulator outside the laser cavity can
be used as a fast frequency shifter, that does not affect the repetition rate.

Two techniques are commonly used to apply a correction to the laser repetition
rate, with minimum perturbation on other parameters. The first one is to tilt (using
PZT) the end mirror that follows the prism sequence [93]. This technique modifies
the group velocity through the prism sequence, and affect the cavity length (mode-
spacing) only to second order. A major disadvantage for some applications is that
it also affects the overall spectrum of the pulse train. A second technique is to act
on the pump beam intensity [115].

Once a mode of the laser comb has been “locked” to a mode of the reference
cavity, the mode comb is still free to “breathe” about that central mode. Fluctu-
ations in the laser repetition rate result in the largest mode frequency excursion
between the extreme ends of the spectrum. A convenient error signal is provided
by mixing the difference between the signals of PD1 and PD2 with the original mo-
dulation at frequency fEO. The error signal obtained in this way is the composite
signal from all longitudinal modes detected within the spectral region spanned by
the detectors.

14.5 Problem

Consider a range gating setup like that in Fig. 14.1, with second-harmonic genera-
tion as gating mechanism. Both the reference pulse and the backscattered radiation
are focused, with crossed polarization, into a second-harmonic crystal phase mat-
ched for second-harmonic generation type II at 620 nm. The crystal is urea, with

4In practice it will be a group of modes that will be selected by the grating.
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a nonlinear coefficient of d = 1.0410−23 C/V2, and an index of refraction of 1.48.
Given that both the reference beam and the signal beam are collimated with a di-
ameter of 0.7 mm, and focused into the crystal with a 2.5 cm focal distance lens,
find the peak power of the reference beam required to achieve single photon up-
conversion. What should the crystal length be? Given that crystal length, is there a
limitation to the depth resolution of this 3D imaging system? Is there a limitation
to the transverse resolution? Estimate these limits.
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[107] E. Krüger. Frequency stabilization and control of a mode-locked dye laser.
Rev. Sci. Instrum., 66:4806–4812, 1995.

[108] Th. Udem, J. Reichert, R. Holzwarth, and T.W. Hänsch. Absolute optical frequency
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large optical frequency differences with a mode-locked laser. Opt. Lett., 24:881–
883, 1999.

[110] J. Reichert, M. Neiring, R. Holzwarth, M. Weitz, Th.Udem, and T. W. Hänsch.
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Appendix A

Phase Shifts upon Transmission
and Reflection

Most often, phase shifts at interfaces are a simple consequence of energy conser-
vation. Conversely, the phase shift properties in simple devices can be used to
determine the direction of the flow of energy. A few simple examples are given
here.

A.1 The symmetrical interface

Figure A.1: Reflection and trans-
mission by an interface between two
identical media

Let us consider first the very simple situation
sketched in Fig. A.1. The interface can be a
mirror with a reflecting coating on the front
face and an antireflection coating on the back
face. We are only interested in fields propa-
gating outside the mirror. The energy con-
servation relation between the reflected (field
reflection coefficient r̃) and transmitted (field
transmission coefficient t̃) waves implies:

|r̃|2 + |t̃|2 = 1, (A.1)

where we assumed a unity field amplitude.
Another relation can be found by adding

another incident field of amplitude 1 (beam 2
in the figure), and taking advantage of the sym-
metry. Summing the intensities:

|r̃ + t̃|2 + |r̃ + t̃|2 = 2. (A.2)
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Combination of Eqs. (A.1) and (A.2) leads to

2[r̃t̃∗+ r̃∗ t̃] = 0, (A.3)

which implies that the phase shifts upon transmission and reflection are comple-
mentary:

ϕr −ϕt =
π

2
. (A.4)

It is because of the latter phase relation that the antiresonant ring reflects back all
the incident radiation, and has zero losses if |r̃|2 = |t̃|2 = 0.5.

Note that Eq. (A.4) is not necessarily true if the structure is not symmetric, such
as for a Fabry-Perot with different coatings on both sides. In the case, Eq. (A.3)
has to be replaced by:

[r̃1 t̃2
∗+ r̃1

∗ t̃2 + r̃2 t̃1
∗+ r̃2

∗ t̃1] = 0, (A.5)

where the indices 1 and 2 refer to the reflection/transmittion of beam 1 and 2,
respectively. Equation (A.4) has then to be replaced by:

cos(ϕr1−ϕt2) + cos(ϕr2−ϕt1) = 0. (A.6)

A.2 Coated interface between two different
dielectrics

Figure A.2: Reflection and transmission by an inter-
face between air and a dielectric.

Let us consider – as in Fig. A.2
– a partially reflecting coating
at an interface between air (in-
dex 1) and a medium of in-
dex n. A light beam of am-
plitude E1 = 1/

√
cosθ1 is in-

cident from the air, at an an-
gle of incidence θ1. The trans-
mitted beam is refracted at
the angle θ2, and has an am-
plitude t̃1/

√
cosθ1. The re-

flected beam has an amplitude
r̃1/
√

cosθ1. We take the ver-
tical (orthogonal to the figure)
dimension of the beam to be
unity, as well as the distance
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covered by the beam on the in-
terface in the plane of the fi-
gure. To calculate energy con-
servation, we compare the products ni|Ẽ|

2A where ni = 1 left of the interface, ni = n
right of the interface, and A = 1×cosθ. As in the previous section, we will be con-
sidering a similar beam incident from the right, with an amplitude E2 = 1/

√
ncosθ2

incident at an angle θ2 on the dielectric/air interface. The choice of these incident
electric field amplitudes is such that the same “energy” products ni|Ẽ|

2A = A apply
on both sides of the interface, above the dash-dotted line in Fig. A.2.

Energy conservation leads to the relation:

|r̃1|
2 + |t̃1|2

ncosθ2

cosθ1
= 1, (A.7)

where we took into account the change in beam cross section upon refraction.
We have a similar energy conservation equation for a beam of amplitude E2 =

1/
√

ncosθ2 incident at an angle θ2 on the dielectric/air interface:

|r̃2|
2 + |t̃2|2

cosθ1

ncosθ2
= 1. (A.8)

From Eqs. (A.7) and (A.8) we get directly the relation:

|t1|2 · |t2|2 = T1T2 = (1− |r1|
2)(1− |r2|

2) = (1−R1)(1−R2) (A.9)

which is a trivial energy conservation equation. The amplitude of the reflection
coefficient is equal on both sides of the interface. Since |r̃1|

2 = |r̃2|
2, Eqs (A.7)

and (A.8) lead to:

|t1|

√
ncosθ2

cosθ1
= |t2|

√
cosθ1

ncosθ2
. (A.10)

The amplitudes of the transmission coefficients are not equal, but in the ratio
|t2|/|t1| = ncosθ2/cosθ1, a relation that satisfies Fresnel equations, and results sim-
ply from energy conservation.

In order to find a relation between the phase shift upon transmission and re-
flection, we consider the energy conservation for light incident from the upper half
of the figure (the axis of symmetry being the dashed normal to the interface):

1 + 1 = cosθ1

∣∣∣∣∣∣ r̃1
√

cosθ1
+

t̃2
√

ncosθ2

∣∣∣∣∣∣2
+ ncosθ2

∣∣∣∣∣∣ r̃2
√

ncosθ2
+

t̃1
√

cosθ1

∣∣∣∣∣∣2 . (A.11)
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Expanding:

2 = |r1|
2 + |r2|

2 + |t2|2
cosθ1

ncosθ2
+ |t1|2

ncosθ2

cosθ2

+(r̃1 t̃∗2 + r̃∗1 t̃2)

√
cosθ1

ncosθ2
+ (r̃2 t̃∗1 + r̃∗2 t̃1)

√
ncosθ2

cosθ1
(A.12)

Taking into account the energy conservation relations (A.7) and (A.8), leads to:

(r̃1 t̃∗2 + r̃∗1 t̃2)cosθ1 + (r̃2 t̃∗1 + r̃∗2 t̃1)ncosθ2 = 0. (A.13)

We can re-write Eq. (A.13)

2|r1||t2|
{
cos

(
ϕr,1−ϕt,2

)}
cosθ1 = −2|r2||t1|

{
cos

(
ϕr,2−ϕt,1

)}
ncosθ2. (A.14)

Equation A.13 leads also to the following trigonometric relations between phase
shifts upon transmission and reflection:

cos
(
ϕr,1−ϕt,2

)
cos

(
ϕr,2−ϕt,1

) = −1, (A.15)

which leads to the relation between phase angles:

ϕt,2−ϕr,1 = ϕr,2−ϕt,1 + (2n + 1)π. (A.16)

or
ϕt,1 +ϕt,2 = ϕr,1 +ϕr,2 + (2n + 1)π. (A.17)

The relations for normal incidence, where |r̃1| = |r̃2| and n1|t̃2| = n2|t̃1, are:

n1(r̃1 t̃∗2 + r̃∗1 t̃2) + (r̃2 t̃∗1 + r̃∗2 t̃1)n2 = 0.

ϕt,1 +ϕt,2 = ϕr,1 +ϕr,2 + (2n + 1)π.

A.3 Matrix method

A.3.1 The “S ” matrix

Coatings play an important role in femtosecond optics, by shaping pulses through
the amplitude and phase of their reflection coefficient. Matrix methods have been
developed to predict all properties of a coating. A coated optical surface can be
modeled as a stack of simple thin interfaces separated by propagation in a dielec-
tric. The transmission and reflection of a right propagating field are the result from
the interference from all of the layers. To calculate these resultant fields, the right
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moving and left moving waves must be recorded at each interface. At each simple
thin layer interface, the incoming fields (from each direction) are split according to
a scattering matrix S defined as:

[
E2
E′1

]
=

[
t12 r21
r12 t21

] [
E1
E′2

]
. (A.18)

the electric field subscripts (1,2) describe whether the field is on the left or right
side of the interface, while the no prime and prime discern whether the field is
right-propagating or left-propagating, respectively. The coefficients syntax is such
that t12 and r12 describe the transmission and reflection coefficient of the wave
starting on side 1 while t21 and r21 describe the coefficients of a field incoming
from side 2.. The S matrix is a 2 × 2 matrix connecting an input column matrices
(incident fields) to an output one (transmitted and reflected fields). The first line of
each is a right moving field, and the second one a left moving field. The 2 × 2 S
matrix connects the input fields to the “output” fields

A.3.2 The “M” matrix

The elements of the S matrix have real physical significance; they are the field
reflection and transmission amplitudes of a layer. Unfortunately, the S matrix is
not useful for building up multilayer surfaces as these matrices cannot be casca-
ded. What is needed is a matrix defining each layer that can be multiplied by the
matrices corresponding to the other layers to create an effective total matrix for the
whole structure. Instead of equations defining the relationship between incoming
and outgoing fields at each layer, the equations need to define the relationship be-
tween the fields on the left and the right side of the layer (regardless of whether
they are incoming or outgoing). In other words, in order to cascade the matrix lay-
ers, the matrix equation needs to move through the surface spatially (left to right)
instead of causally (incoming to outgoing). Such a matrix is defined as the wave-
transfer, M, matrix. The column matrices it connects are bound to a surface, with
as first line is a right moving field, and as second line a left moving field. The
relationship between the M and S matrices is,

M =

[
A B
C D

]
=

1
t21

[
t12t21− r12r21 r21
−r12 1

]
(A.19)

S =

[
t12 r21
r12 t21

]
=

1
D

[
AD−BC B
−C 1

]
. (A.20)
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A.3.3 Calculating the multilayer transmission and reflection

In order to use the cascaded matrix method, each layer is defined using its physical
S matrix. Each S is converted into an M matrix, which are then multiplied together
to give an effective total MT matrix for the entire surface. This ultimate MT matrix
is converted back into a total S T matrix to extract the effective physical parameters
of the multilayer interface. Where the total effective scattering matrix, S T , has
elements that represent,

S T =

[
T R′

R T ′

]
, (A.21)

where T andR are the transmission and reflection coefficients for a beam incoming
to the front surface, and T ′, R′ are the similar coefficients for a beam incoming to
the back surface.

The matrices involved in the calculations of a coating are given in Table A.1.

Type Free Propagation Interface

S
(
e−inkd 0

0 e−inkd

)
1

n1 + n2

(
2n1 n2−n1

n1−n2 2n2

)
M

(
e−inkd 0

0 einkd

)
1

2n2

(
n1 + n2 n2−n1
n2−n1 n1 + n2

)
Table A.1: Multilayer matrices. The second column displays the propagation matrices
through a niform dielectric of index n and thickness d. The third column show matrices for
an interface between two media of index n1 and n2.

It can be verified that energy conservation and the phase relations derived in this
appendix are automatically satisfied by applying the matrix procedure. The matrix
calculation can also be applied to the Fabry-Perot to derive Eqs. (2.34) and (2.35).

.

.



Appendix B

The Uncertainty Principle

This demonstration of the uncertainty principle presented here is an example of
application of various Fourier transform properties. We will give here a simple
derivation of the uncertainty relation (1.65) that we wrote between the conjugated
variables time t and frequency Ω. This uncertainty relation and its derivation also
apply in all generality between any pair of conjugated variables, for instance be-
tween the transverse beam dimension x and the corresponding wave vector k. To
derive the uncertainty relation (1.65), we will use a family of functions defined by
the relation:

g(t) = t f (t) +µ
d
dt

f (t) (B.1)

where t and µ are real variables. The total “energy” associated with that distribution
is proportional to:∫ ∞

−∞

|g(t)|2 dt =

∫
t2 | f |2 dt +µ

∫ [
t f

d f ∗

dt
+ t f ∗

d f
dt

]
dt +µ2

∫ ∣∣∣∣∣d f
dt

∣∣∣∣∣2 dt

≥ 0. (B.2)

While the first term of the inequality defines the second order moment 〈t2〉:∫
t2| f (t)|2dt = 〈t2〉

∫
| f (t)|2dt. (B.3)

we can apply Parseval’s theorem to the last term to obtain:∫ ∞

−∞

∣∣∣∣∣d f
dt

∣∣∣∣∣2 dt =
1

2π

∫ ∣∣∣∣∣∣F
(
d f
dt

)∣∣∣∣∣∣2 dΩ

=
1

2π

∫
Ω2| f (Ω)|2dΩ = 〈Ω2〉

∫
| f (t)|2 dt. (B.4)
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If the function | f | has finite boundaries so that limt→±∞
(
t| f |2

)
= 0, as is true for the

modulus of the electric field of a laser pulse for example, one can write:∫ ∞

−∞

d
dt

[
t f (t) f ∗(t)

]
dt =

∫ ∞

−∞

| f (t)|2 dt +

∫ ∞

−∞

t f ∗(t)
d f
dt

dt +

∫ ∞

−∞

t f (t)
d f ∗

dt
dt = 0.

(B.5)
Substituting the terms of Eqs. (B.4), (B.3) and (B.5) into the inequality (B.2) leads,
after division by

∫ ∞
−∞
| f (t)|2 dt, to:

〈Ω2〉µ2−µ+ 〈t2〉 ≥ 0. (B.6)

The left-hand side of the inequality is a quadratic polynomial in µ. Since 〈Ω2〉 > 0,
the polynomial is non-negative if the ordinate of the vertex of the parabola is ≥ 0.
This is the case if

1−4〈t2〉〈Ω2〉 ≤ 0, (B.7)

which is equivalent to the uncertainty relation (1.65).



Appendix C

Prism pair dispersion

In order to compensate the angular dispersion, the two prisms are put in opposition,
in such a way that, to any face of one prism corresponds a parallel face of the other
prism (Fig. 2.25).

We consider in this section a prism sequence that controls GVD, but avoids the
beam divergence and energy front tilt introduced by angular dispersion.

The optical path ABB′A′D at a frequency Ω is represented by the solid line in
Fig. 2.25, while the path for a ray upshifted by dΩ is represented by the dashed
line. The successive angles of incidence/refraction are θ0 and θ1 at point A), θ2 and
θ3 at point B, θ4 and θ5 at point B′, and finally θ6 and θ7 at point A′. The two prisms
are identical, with equal apex angle α and with pairs of faces oriented parallel as
shown in Fig. 2.25. At any wavelength or frequency Ω:

• θ3 = θ4

• θ2 = θ5

• θ1 = θ6

• θ0 = θ7

• θ1 + θ2 = α

• dθ1/dΩ = −dθ2/dΩ.

If the prisms are used at minimum deviation at the central wavelength, θ0 = θ3 =

θ4 = θ7. If, in addition to being used at minimum deviation, the prisms are cut for
Brewster incidence, the apex angles of both prisms are α= π−2θ0 = π−2arctan(n).

The challenge is to find the frequency dependence of the optical path ABB′A′D.
The initial (geometrical) conditions are defined by

669
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• The distance a = OA from the point of impact of the beam to the apex O of
the first prisms. For convenience, we will use in the calculations the distance
OH = h = OAcosα = acosα,

• the separation s between the parallel faces of the prisms,

• the distance t between the apex O and O′, measured along the exit face of
the first prism, cf. Fig. 2.25.

The changes in path length due to dispersion can be understood from a glance
at the figure, comparing the optical paths at Ω (solid line) and Ω+dΩ (dashed line).
The contributions that increase the path length are:

1. positive dispersion because of propagation through the prism material of po-
sitive dispersion (AB and B′A′)

2. positive dispersion because of the increased path length BB′ in air (increment
S B′′′ in Fig. C.2)

3. positive dispersion because of the increased path length A′D in air (pro-
jection of A′A′′′ along the beam propagation direction).

The contributions that decrease the path length (negative dispersion) of the fre-
quency upshifted beam can best be understood with Fig. C.1 and Fig. C.2. Fig C.1
shows the configurations of the beams if the two prisms were brought together,
i.e. BB′ = 0. Fig. C.2 shows an expanded view of the second prism. The negative
dispersion contributions emanate from:

1. The shortened path length in glass because of the angular dispersion (AA′′

versus AA′ in Fig. C.1),

2. the shorter path length in the second prism due to the deflection of the beam
by the first one (path difference B′′T in Fig. C.2).

Path through glass The total path in glass is Lg = AB+B′A′ where AB = asinα/cosθ2
and B′A′ = O′B′ sinα/cos(α− θ2) = O′B′ sinα/cosθ1, with:

O′B′ = t− s tanθ3−a(cosα+ sinα tanθ2). (C.1)

We thus have for the total transmitted path in glass:

Lg = AB+ B′A′ =
asinα
cosθ2

+ [t− s tanθ3−a(cosα+ sinα tanθ2)]
sinα
cosθ1

= (t− s tanθ3)
sinα
cosθ1

. (C.2)
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Figure C.1: Beam passage through the two prisms, when the distance BB′ (in Fig. 2.25)
has been reduced to zero. The distance between the apexes O and O′ has been reduced to
OO′′′ = t− BB′ sinθ3 (referring to Fig. 2.25). The distance between parallel faces is then
g = OO′′′ sinα = (t−BB′ sinθ3) sinα.

As expected, the total path through glass is independent of the starting position
defined by a. If the two prisms are brought together as in Fig. C.1, they act as a slab
of glass with parallel faces, of thickness g = Lg cosθ1. There are three contributions
to the optical path change from Fig. C.1: one due to the change in index, a second
due to the change in angle, and a third because the path length Lg is frequency
dependent. Taking the derivative of ΩnLg/c with Lg defined by Eq. (C.2):

d(kLg)
dΩ

=
d

dΩ

(
nΩLg

c

)
=

Lg

c

(
n +Ω

dn
dΩ

)
+

(
nΩLg

c
tanθ1

)
dθ1

dΩ

−

(
nΩs

ccos2 θ3

)
sinα
cosθ1

dθ3

dΩ
(C.3)

The first term can be attributed solely to material dispersion. The next term is
the change in length in glass due to the angular dispersion dθ1/dΩ, and the last
expresses the reduction in path length in the second prism due to the propagation of
the angularly dispersed beam in air. The expression above only partly accounts for
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Figure C.2: Details of the beam passage through the second prism.

the energy tilt associated with the angular dispersion dθ3/dΩ. Another contribution
arises from the path through air to a reference plane.

Path through air between and after the prisms We have here to account for
the contributions of the pathlengths BB′ and A′D to the group delay:

d
dΩ

(
Ω

c
BB′

)
=

Ω

c
dBB′

dΩ
+

BB′

c
. (C.4)

For the path BB′ = s/cosθ3, there is only a change in length equal to S B′′′, which
can be obtained by either differentiating s/cosθ3, or simply from geometrical con-
siderations using Fig. 2.25 (S B′′′ = S B′′ tanθ3 = BB′ tanθ3dθ3):

dBB′

dΩ
=

s
cosθ3

tanθ3
dθ3

dΩ
. (C.5)

The path in air after the second prism can be expressed as:

A′D = u−O′A′ sinθ0. (C.6)

Because u is not a function of Ω, the contribution to the group delay is:

1
c

d
(
ΩA′D

)
dΩ

= −
sinθ0

c
d

dΩ
(ΩO′A′). (C.7)
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For O′A′ we find:

O′A′ = O′H′+ H′A′ = O′B′ [cosα+ sinα tan(α− θ2)]

= [t− s tanθ3−a(cosα+ sinα tanθ2)] [cosα+ sinα tan(α− θ2)]

=

[
t− s tanθ3−a

cosθ1

cosθ2

]
[cosα+ sinα tan(α− θ2)]

= [t− s tanθ3] [cosα+ sinα tanθ1]−a, (C.8)

where we have used cosα+sinα tanθ2 = cos(α− θ2)cosθ2. The contribution of A′D
to the group delay is:

−
sinθ0

c
d(ΩO′A′)

dΩ
=

O′A′ sinθ0

c
−

Ωssinθ0

ccos2 θ3
[cosα+ sinα tanθ1]

dθ3

dΩ

+
Ωsinθ0

c
[t− s tanθ3]

sinα
cos2 θ1

dθ1

dΩ

= −
A′D

c
−

nΩs
ccos2 θ3

[
cosαsinθ1 + sinα

sin2 θ1

cosθ1

]
dθ3

dΩ

+
nΩ

c
[t− s tanθ3]

sinαsinθ1

cos2 θ1

dθ1

dΩ
. (C.9)

In the last equation we used the fact that u is an arbitrary constant, for example
zero, so that A′D = −O′A′ sinθ0.

Total path in glass and air After adding all contributions to the total phase

Ψ =
Ω

c

(
nLg + BB′+ A′D

)
,
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we obtain for the group delay using Eqs. (C.3),(C.4) and (C.5), and (C.7) and (C.9):

dΨ

dΩ
=

d
dΩ

(
ΩnLg

c

)
+

d
dΩ

ΩBB′

c

+
d

dΩ

ΩA′D
c


=

nLg

c
+

(BB′+ A′D)
c

+
LgΩ

c
dn
dΩ

+
nΩLg

c
tanθ1

dθ1

dΩ

+

{
−

nΩs
ccos2 θ3

sinα
cosθ1

+
Ωs

ccosθ3
tanθ3 +

nΩs
ccos2 θ3

[cosαsinθ1

+
sinαsin2 θ1

cosθ1

]}
dθ3

dΩ
−

nΩ

c
[t− s tanθ3]

sinαsinθ1

cos2 θ1

dθ1

dΩ

=
OPL(ABB′A′D)

c
+

LgΩ

c
dn
dΩ

+

(
Ωs

ccos2 θ3

)
(−nsinαcosθ1 + cosθ3 tanθ3 + ncosαsinθ1)

dθ3

dΩ
,

(C.10)

where we have defined the optical path length OPL(ABB′A′D) = nLg +(BB′+A′D).
The factor preceding dθ3/dΩ cancels, since:

cosαsinθ1− sinαcosθ1 +
sinθ3

n
= cos(θ1 + θ2) sinθ1− sin(θ1 + θ2)cosθ1 + sinθ2

= 0.

The complete expression for the group delay through the pair of prism reduces to:

dΨ

dΩ
=

OPL(ABB′A′D)
c

+
LgΩ

c
dn
dΩ

(C.11)

The first terms in the last equation represents the travel delay at the phase velocity:

OPL(ABB′A′D)
c

=
Lgn
c

+
s

ccosθ3
+

A′D
c

(C.12)

The second part of Eq. (C.11) is the carrier to envelope delay caused by the pair of
prisms1:

τCE(Ω) =
Ω

c
d

dΩ
OPL(ABB′A′D) =

LgΩ

c
dn
dΩ

. (C.13)

1We are assuming that the prisms are in vacuum, i.e. the contribution to the dispersion from air
is neglected.
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The second derivative of the phase, obtained by taking the derivative of Eq. (C.11),
is:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

= Lg

2 dn
dΩ

∣∣∣∣∣
ω`

+ω`
d2n
dΩ2

∣∣∣∣∣∣
ω`


−

ω`
ccosθ1

dn
dΩ

∣∣∣∣∣
ω`

ssinα
cos2 θ3

dθ3

dΩ

∣∣∣∣∣
ω`

+
ω`
c

dn
dΩ

∣∣∣∣∣
ω`

(
Lg tanθ1

dθ1

dΩ

∣∣∣∣∣
ω`

)
. (C.14)

The derivatives with respect to Ω are related. By differentiating Snell’s law for the
first interface:

dθ1 = −
tanθ1

n
dn = −dθ2. (C.15)

For the second interface, taking the previous relation into account, we find:

cosθ3dθ3 = ncosθ2dθ2 + sinθ2dn = ncosθ2

( tanθ1

n
+ sinθ2

)
dn

= (cosθ2 tanθ1 + sinθ2)dn =
sinα
cosθ1

dn, (C.16)

or:
dθ3 =

sinα
cosθ1 cosθ3

dn. (C.17)

Therefore, the second order dispersion Eq. (C.14) reduces to an easily interpretable
form:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

=
Lg

c

2 dn
dΩ

∣∣∣∣∣
ω`

+ω`
d2n
dΩ2

∣∣∣∣∣∣
ω`


−
ω`
c

(
s

cosθ3

)(
dθ3

dΩ

∣∣∣∣∣
ω`

)2

−
nω`

c
Lg

(
dθ1

dΩ

∣∣∣∣∣
ω`

)2

(C.18)
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Appendix D

The role of space-time variables
in the quantum nonlinear
Schrödinger equation

D.1 The retarded frame of reference

t

z

t=0

t=0
t’

t’=0

Figure D.1: Standard moving coordinates.

As we have seen in Chapter 1,
any phenomena that propaga-
tes with relatively little distor-
tion around a fixed velocity 3g
is most conveniently studied in
a moving frame of reference.
This is the case for a soliton,
or more generally an envelope
function Ẽ(z, t) that evolves in
the laboratory frame according
to an equation of the form:

∂Ẽ

∂z
+

1
3g

∂Ẽ

∂t
= f (t,z). (D.1)

The traditional transformation to study the function f (t,z) in the moving frame of
reference is:

z′ = z

t′ = t−
z
3
, (D.2)
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which transforms Eq (D.1) into:

∂Ẽ

∂z
= f (t,z). (D.3)

In the case of the soliton, this means following its distortion in a frame moving at
3g as sketched in Fig. D.1.

D.2 The running space coordinate

? ? ?

Figure D.2: CEO’s in the moving TGV, cow in the laboratory frame pondering on the
meaning of the running space coordinates.

The cow-watching-the-train is in the laboratory frame. In order to follow the
moves of the CEO’s in the TGV, she should hop in the TGV to be in the moving
frame. Sadly, this moving frame is scorned by the quantum physicist, because if
leads to Eq. (5.160) which does not look like the standard Schrödinger equation.
Therefore, a “running space coordinate” transformation is generally:

z′ = z− 3gt

t′ = t (D.4)
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which transforms Eq. (D.1) into:

1
3

∂Ẽ

∂t′
= f (t′,z′). (D.5)

With this transformation, space and time have been flipped in Eq. (5.160), and the
quantum physicist is happy since he basic Eq. (D.1) takes the form of a Schrödinger
equation

i~
∂Ẽ

∂t
= i3g~ f (t,z) = HẼ

The cow-watching-the-TGV-is-not (Fig D.2). She must be ruminating on the
physical meaning of the “running space coordinate”. Does it mean that the rails
are moving opposite to the train velocity so that the TGV is at standstill?
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Appendix E

Complement to the chapter
“semi-quantum”

E.1 Link between commutator and uncertainty relation

Let us consider two operators Q̂ and P̂ that do not commute, such that:

[Q̂, P̂] = i. (E.1)

Consider the linear combination:

|ϕ〉 = (Q̂ + iλP̂)|ψ〉 (E.2)

where λ is a real number. For all value of λ, the square of the norm 〈ϕ〉 should be
positive:

〈ψ〉 = 〈ψ|(Q̂∗− iλP̂∗)(Q̂ + iλP̂)|ψ〉

= 〈ψ|Q̂2|〉+ 〈ψ|iλQ̂P̂− iλP̂Q̂|ψ〉+ 〈ψ|λ2P̂2|〉

= 〈ψ|Q̂2|〉 − iλ〈[Q̂, P̂]〉+λ2〈P̂2〉

= 〈ψ|Q̂2|〉 −λ+λ2〈P̂2〉 ≥ 0. (E.3)

In order for this parabola (in λ) not to have intersection with the abscissa, we should
have:

1−4〈P̂2〉〈Q̂2|〉 ≤ 0, (E.4)

which implies the uncertainty relation:

〈P̂2〉〈Q̂2〉 ≥
1
4
. (E.5)
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E.2 If [X̂1, X̂2] = i, Then [N̂, ϕ̂] = i

As shown in the previous section, the commutator [X̂1, X̂2] = i between the quadra-
ture components implies the uncertainty relation 〈∆X2

1〉〈∆X2
2〉 ≥

1
4 . It is shown here

that this commutation relation implies the same commutation relation (hence the
uncertainty relation) between amplitude (number N) and phase (ϕ= arctan(X2/X1).
We have the two commutation relations:

[X̂1
2
,arctan

(
X̂2

X̂1

)
] = X̂1[X̂1,arctan

(
X̂2

X̂1

)
] + [X̂1,arctan

(
X̂2

X̂1

)
]X̂1

[X̂2
2
,arctan

(
X̂2

X̂1

)
] = X̂2[X̂2,arctan

(
X̂2

X̂1

)
] + [X̂2,arctan

(
X̂2

X̂1

)
]X̂2 (E.6)

We use the property that, for any arbitrary function f :

[X̂1, f (X̂2)] =

∞∑
n=0

f (n)n!
[

X̂1, X̂n
2] = i

∞∑
n=0

f (n)n!
n

X̂(n−1)
2 = i f ′(X̂2)

=

∞∑
n=0

f (n)n!
[

X̂2, X̂n
1] = −i

∞∑
n=0

f (n)n!
n

X̂(n−1)
1 = i f ′(X̂1) (E.7)

Applying this property to Eqs. (E.6):

[X̂1
2
,arctan

(
X̂2

X̂1

)
] =

2iX1
2

X1
2 + X2

2

[X̂2
2
,arctan

(
X̂2

X̂1

)
] =

2iX2
2

X1
2 + X2

2 (E.8)

Since the number operator N̂ = X̂1
2
+ X̂2

2,

[N̂,ϕ] =
1
2

[X̂1
2
+ X̂2

2
,arctan

(
X̂2

X̂1

)
] = i, (E.9)

which implies that 〈∆N2〉〈∆ϕ2〉 ≥ 1
4 .

E.3 Link between commutator and uncertainty relation

We have seen that the main term in the number operator at the output of the Michel-
son in Eq. (5.87) is the interference term involving (Â†B̂− B̂†Â). The uncertainty is
the expectation value of the square of the interference operator. We have assumed
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in the derivation of Eq. (5.87) that Â refers to a coherent field [Â|α〉 = α|α〉], with
phase aligned with the X1 axis.

〈(Â†B̂− B̂†Â)2〉 = α∗2〈B̂2〉+α2〈B̂†2〉− 〈Â†ÂB̂B̂†〉− 〈B̂†B̂ÂÂ†〉. (E.10)

Because of the commutation relation [ÂÂ†] = 1, he last term can be replaced by
〈(Â†Â + 1)B̂B̂†〉. Substituting:

〈(Â†B̂− B̂†Â)2〉 = α∗2〈B̂2〉+α2〈B̂†2〉− 〈Â†ÂB̂B̂†〉− 〈B̂†B̂
(
〈Â†Â〉+ 1

)
= α∗2〈B̂2〉+α2〈B̂†2〉− 〈Â†Â

(
B̂B̂†+ B̂†B̂

)
〉− 〈B̂B̂†〉.

The following relations:

α∗2〈B̂2〉 ≈ 0

α2〈B̂†2〉 ≈ 0(
B̂− B̂†

)2
= B̂2 + B̂†2−

(
B̂B̂†+ B̂†B̂

)
≈ −

(
B̂B̂†+ B̂†B̂

)
lead to:

〈(Â†B̂− B̂†Â)2〉 = 〈Â†Â〉〈(B̂− B̂†)2〉− 〈B̂†B̂〉

= 4〈N̂〉〈∆B̂2
2〉− 〈N̂b〉, (E.11)

where we introduced the number operators N̂ = Â†Â and N̂b = B̂†B̂. the term
〈
(
B̂− B̂†

)2
〉 represents the mean square deviation of the vacuum fluctuations
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Appendix F

Slowly Evolving Wave
Approximation

The derivation here essentially follows [1]. We start with the wave equation in the
frequency domain for a scalar electric field propagating in the z direction, including
a nonlinear polarization and the diffraction term[

∂2

∂z2 +∇2
⊥+ k̃2(Ω)

]
E(x,y,z,Ω) = µ0F

{
∂2

∂t2 PNL(t, x,y,z)
}

(F.1)

where ∇2
⊥ = ∂2

∂x2 + ∂2

∂x2 . Note that the effect of the linear polarization is included in
k̃2(Ω) = Ω2ε(Ω)µ0 = Ω2n2/c2. We start with the following ansatz for the electric
field and the nonlinear polarization:

E(Ω) =
1
2
Ẽ(Ω−ω`, x,y,z)e−ik`z + c.c. (F.2)

P(t) =
1
2
P̃(t, x,y,z)e−i(ω`t−k`z) + c.c. (F.3)

and neglect processes leading to backscattering, that is, coupling of opposite pro-
pagation directions. This ansatz inserted in Eq. (F.1) yields( ∂∂z

− ik`

)2

+∇2
⊥+ k̃2(Ω)

 Ẽ(Ω−ω`) = µ0F

eiω`t
(
∂

∂t
− iω`

)2

P̃(t)

 . (F.4)

We now expand the complex k̃(Ω) = k + iα/2 into a Taylor series about ω`

k̃(Ω) = k` + i
α0

2
+ k1(Ω−ω`) + D̃(Ω), (F.5)

685
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where

D̃(Ω) = i
α1

2
(Ω−ω`) +

∞∑
m=2

km + iαm/2
m!

(Ω−ω`)m (F.6)

with

km =
∂m

∂Ωm Re(k̃)
∣∣∣∣∣
ω`

(F.7)

αm =
∂m

∂Ωm Im(k̃)
∣∣∣∣∣
ω`

. (F.8)

The quantities αm are related to linear loss coefficients for the field intensity. The
next step is to insert Eq. (F.6) into Eq. (F.4) and inverse Fourier transform the
resulting expression into the time domain. For this step we use the fact that an ex-
pression of the kind (Ω−ω`)mA(Ω−ω`) transforms into

(
−i ∂∂t

)m
A(t) where A(t) =

F −1 {A(Ω−ω`)}. The resulting wave equation now reads
(
∂

∂z
− ik`

)2

+∇2
⊥+

[
k` − ik1

∂

∂t
+ i
α0

2
+D̂(t)

]2
 Ẽ(t) = µ0

(
∂

∂t
− iω`

)2

P̃(t), (F.9)

where

D̂(t) =
α1

2
∂

∂t
+

∞∑
m=2

km + iαm/2
m!

(
−i
∂

∂t

)m

. (F.10)

The terms in Eq. (F.9) can be re-grouped, factoring out the operator (1− i
ω`

∂
∂t ). To

this end, the third term in Eq. (F.9) can be written as:

[
k` − ik1

∂

∂t
+ i
α0

2
+D̂(t)

]2

= k2
` −2ik`k1

∂

∂t
+ 2ik`

(
1− i

k1

k`

∂

∂t

)(
α0

2
− iD̂

)
+ iα0D̂− k2

1
∂

∂t
−
α2

0

4
+ D̂2

= k2
` −2ik`k1

∂

∂t
+ 2ik`

(
1−

i
ω`

∂

∂t

)(
α0

2
− iD̂

)
+2ik`

(
i
ω`

)(
1−

c
n3g

)
∂

∂t

(
α0

2
− iD̂

)
+ iα0D̂− k2

1
∂

∂t
−
α2

0

4
+ D̂2.

(F.11)
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We use a retarded frame of reference, i.e. the transformation ξ = z and η = t− z/3g.
We note that the first squared expression in Eq. (F.9) is:(

∂ξ−
1
3g
∂η− ik`

)2

= −2ik`

(
1−

i
k`3g

∂η

)
∂ξ − k2

` + 2ik`
1
3g
∂η

= −2ik`

(
1−

i
ω`
∂η

)
∂ξ − k2

` + 2ik`
1
3g
∂η

+2
(
n
c
−

1
3g

)
∂ξ∂η. (F.12)

Substituting Eq. (F.11) and Eq. (F.12) into Eq. (F.10) yields:(
1−

i
ω`

∂

∂η

)[(
∂

∂ξ
−
α0

2
+ iD̂

)
Ẽ+ i

ω`cµ0

2n0

(
1−

i
ω`

∂

∂η

)
P̃

]
−

1
2ik`
∇2
⊥Ẽ

=

(
1−

c
n3g

)
i
ω`

∂

∂η

(
∂

∂ξ
−
α0

2
+ iD̂

)
Ẽ−

1
2ik`

 ∂2

∂ξ2 + D̂2−
α2

0

4
+ iα0D̂

 Ẽ.
(F.13)

So far the propagation equation is still exact and no approximations have been
made. The terms on the right hand side are small compared to those on the left
hand side and can be neglected if the conditions

|(∂/∂z)Ẽ| << k`|Ẽ| (F.14)

and ∣∣∣∣∣∣1− 3p3g
∣∣∣∣∣∣ << 1 (F.15)

are satisfied. Equation (F.13) reduces then to: ∂∂z
+

i
2k`

(
1−

i
ω`

∂

∂t

)−1

∇2
⊥−

α0

2
+ iD̂

 Ẽ = −i
ω`cµ0

2n0

(
1−

i
ω0

∂

∂t

)
P̃(NL), (F.16)

One should exercise caution in the application of Eq. (F.16) up to an arbitrary
order in the expansion of D̂. Depending on the particular pulse duration, the higher
order terms in the expansion of D̂ on the right hand side of Eq. (F.13) may not
be negligible as compared to the highest order term of the left hand side of that
expression.

In general, when a nonlinear polarization is involved, there will not be just one
propagation equation, but as many as the number of waves that participate in the
nonlinear optical process. For instance, a third order polarization excited by a field
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at frequency ω` will create a polarization at 3ω` = ω` +ω` +ω`, and a polarization
at ω` = ω` −ω` +ω`. The first process is generation of a third harmonic field,
and the second is either two-photon absorption or a nonlinear index of refraction,
depending on the phase of the nonlinear susceptibility. The generated field at 3ω`
will propagate, and interfere with the field at 3ω` produced at a different location
by the fundamental. The third harmonic field may also lead to the generation of
other frequencies, through the third order process. For instance, there will be re-
generation of the fundamental frequency through the third order processω` = 3ω`−
ω`−ω`, and the latter field will also interfere with the propagated fundamental. The
third harmonic may also create a 9th harmonic through the nonlinear susceptibility.
At a minimum, there will be at least two differential equations, with a third order
susceptibility, corresponding to the fundamental and third harmonic fields. More
equations have to be added if more frequencies are generated.(

∂

∂z
Ẽ−

i
2

k′′`
∂2

∂t2 Ẽ+D

)
ei(ω`t−k`z) + c.c. = i

µ0

k`

∂2

∂t2 PNL. (F.17)

The polarization appearing in the right hand side can be instantaneous, or be the
solution of a differential equation as in the case of most interactions with resonant
atomic or molecular systems. If we represent the polarization as a product of a
slowly varying envelope P̃ and a term oscillating with an optical frequency ωp,
eiωpt, the right-hand side of Eq. (F.17) can be written as

∂2

∂t2

(
P̃eiωpt + c.c.

)
=

(
∂2

∂t2 P̃+ 2iωp
∂

∂t
P̃−ω2

pP̃

)
eiωpt + c.c.. (F.18)
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angular, 108, 126
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Gaussian beam, 54, 61, 93, 126, 346,

353
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loss, 314

linear, 40
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259
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mirror
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time domain, 312
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Quantum, 262
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paraxial approximation, 48
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nonlinear, 210
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2π, 280
steady-state, 316

pulse broadening, 23, 37
pulse duration, 14
pulse energy, 12
pulse fluence, 12
Pulse Fourier Transform, 50
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pulse power, 12
pulse propagation, 131
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pulse shaping
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Quantum solitons, 284
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regenerative feedback, 364
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