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Chapter 2

Femtosecond Optics

2.1 Introduction

Whether short pulses or continuous radiation, light should follow the rules of ”clas-
sical optics”. There are, however, some properties related to the bending, propa-
gation, and focalization of light that are specific to fs pulses. Ultrashort pulses are
more “unforgiving” of some “defects” of optical systems, as compared to ordinary
light of large spectral bandwidth, i.e., white light.1 Studying optical systems with
fs pulses helps in turn to improve the understanding and performances of these sy-
stems in white light. We will study properties of basic elements (coatings, lenses,
prisms, gratings) and some simple combinations thereof. The dispersion of the in-
dex of refraction is the essential parameter for most of the effects to be discussed
in this chapter. Some values are listed for selected optical materials in Table 2.1.
As already noted in Chapter 1, the second derivative of the index of refraction is
positive over the visible spectrum for most transparent materials, corresponding to
a positive group velocity dispersion (GVD). There is a sign reversal of the GVD in
fused silica around 1.3 µm, which has led to zero dispersion or negative dispersion
fibers.

Often a transparent material will be characterized by a fit of the index of re-
fraction as a function of wavelength. Values for most nonlinear materials can be
found in ref. [1]. A common form is the Sellmeier equation:

n2(λ`) = 1 +
B1λ

2
`

λ2
`
−C1

+
B2λ

2
`

λ2
`
−C2

+
B3λ

2
`

λ2
`
−C3

(2.1)

1Such light can be regarded as superposition of random fluctuations (short light pulses), the mean
duration of which determines the spectral width. A measurement of the light intensity, however,
averages over these fluctuations.
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68 CHAPTER 2. FEMTOSECOND OPTICS

In the case of fused silica, the parameters are1:

B1 6.96166300 ·10−1 µm−2

B2 4.07942600 ·10−1 µm−2

B3 8.97479400 ·10−1 µm−2

C1 4.67914826 ·10−3 µm2

C2 1.35120631 ·10−2 µm2

C3 9.79340025 ·10+1 µm2

with the wavelength λ` expressed in microns. Another example of a possible fit
function is the Laurent series formula:

n2(λ`) = A + Bλ2
` +

C
λ2
`

+
D
λ4
`

+
E
λ6
`

+
F
λ8
`

(2.2)

For crystalline quartz with extraordinary and ordinary index ne and no, respectively,
the parameters are2:

Parameter for ne for no Unit
A 2.38490000 ·10+0 2.35728000 ·10+0

B −1.25900000 ·10−2 −1.17000000 ·10−2 µm−2

C 1.07900000 ·10−2 1.05400000 ·10−2 µm2

D 1.65180000 ·10−4 1.34143000 ·10−4 µm4

E −1.94741000 ·10−6 −4.45368000 ·10−7 µm6

F 9.36476000 ·10−8 5.92362000 ·10−8 µm8

The wavelength λ` being expressed in microns.
An interesting material for its very high index in the visible–near infrared is

ZnS. The first and second order dispersion are plotted in Fig. 2.1.
We shall start this chapter with an analysis of a simple Michelson interferome-

ter.

2.2 White light and short pulse interferometry

Incoherent radiation has received increasing attention as the poor man’s fs source
(even the wealthiest experimentalist will now treat bright incoherent sources with
a certain amount of deference). The similarities between white light and fem-
tosecond light pulses are most obvious when studying coherence properties, but
definitely transcend the field of coherent interactions.

2The values for fused silica and quartz are courtesy of CVI, Albuquerque, New Mexico
(www.cvi.com).
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material λ` n(ω`) n′(ω`) n′(λ`) n′′(ω`) n′′(λ`) n′′′(ω`) n′′′(λ`)
10−2 10−2 10−3 10−4

[nm] [fs] [µm−1] [fs2] [µm−2] [fs3] [µm−3]
BK7 400 1.5307 1.13 -13. 3.0 1.10 6.9 -12.

500 1.5213 0.88 -6.6 2.3 .396 7.7 -3.5
620 1.5154 0.75 -3.6 1.6 .150 13 -1.1
800 1.5106 0.67 -2.0 0.06 0.05 39 -.29

1000 1.5074 0.73 -1.4 -3.2 0.016 114 -.09
SF6 400 1.8674 5.8 -67. 30 7.40 214 -120

500 1.8236 3.7 -28. 16 2.00 86 -21.
620 1.8005 2.7 -13. 12 .70 50 -5.3
800 1.7844 2.0 -5.9 8 .22 56 -1.2

1000 1.7757 1.71 -3.2 4 0.08 115 -.36
SF10 400 1.7784 4.6 -54. 24 5.9 183 -98.

500 1.7432 3.0 -22. 13 1.6 69 -17.
620 1.7244 2.2 -11. 9 .56 42 -4.2
800 1.7112 1.7 -5.0 6 .17 58 -1.0

1000 1.7038 1.5 -2.8 2 0.06 132 -0.3
SF14 400 1.8185 5.3 -62. 27 6.8 187 -10.9

500 1.7786 2.8 -25. 15 1.9 85 -2.0
620 1.7576 2.5 -12. 10 .63 50 -4.8
800 1.7430 1.8 -5.5 7 .20 54 -1.1

1000 1.7349 1.6 -3.0 3.4 0.072 110 -.33
SQ1 248 1.5121 2.36 -72. 11 15. 76 -520.

308 1.4858 1.35 -27. 4.1 3.3 23 -66.0
400 1.4701 0.93 -11. 2.3 .86 6 -9.80
500 1.4623 0.73 -5.5 1.8 .32 6 -2.80
620 1.4574 0.62 -3.0 1.2 .13 13 -0.89
800 1.4533 0.58 -1.7 -0.4 0.04 41 -0.24

1000 1.4504 0.67 -1.3 -3.8 0.012 121 -0.08
1300 1.4469 1.0 -1.1 -14 -.0003 446 -0.02
1500 1.4446 1.4 -1.2 -27 -.0031 915 -0.01

LaSF9 620 1.8463 2.28 -11.2 9.04 .50
800 1.8326 1.76 -5.20 5.79 .17

ZnSe 620 2.586 14.24 -30. 117.3 2.0 -15.
800 2.511 8.35 -15. 63.3 0.69 -3.

Table 2.1: Dispersion parameters for some optical materials. BK7 is the most commonly
used optical glass. The SF. . . are dispersive heavy flint glasses. SQ1 is fused silica. The dis-
persion parameters for the glasses were calculated with Sellmeir’s equations and data from
various optical catalogs. The data for the UV wavelengths must be considered as order of
magnitude approximations. The ZnSe data are taken from Ref. [2]. Using Eqs. (1.124)–
(1.128), the dispersion values given in terms of n(Ω) can easily be transformed into the
corresponding values for k(Ω).
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Figure 2.1: First order dispersion in µm−1 (left) and second order dispersion in µm−2

(right) of ZnS.

S
Ref

Ref1

D

(b)

D

(a)τ τ

Figure 2.2: Left: balanced Michelson interferometer. Right: for the measurement of mir-
ror dispersion, a reflecting sample is inserted between the beam splitter and the reference
mirror Ref. (dotted line). The deflected beam is shown as a dashed line orthogonal to the
displaced reference mirror Ref1.

Let us consider the basic Michelson interferometer sketched in Fig. 2.2. The
real field on the detector, resulting from the interferences of E1 and E2, is E =

E1(t−τ)+ E2(t) with τ being the delay parameter. The intensity at the output of the
interferometer is given by the electric field squared averaged over one light period
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T [Eq. (1.29)]:

I(t, τ) = ε0cn
1
T

∫ t+T/2

t−T/2
[E1(t′−τ) + E2(t′)]2dt′

= 2ε0cn[Ẽ+
1 (t−τ) + Ẽ+

2 (t)][Ẽ−1 (t−τ) + Ẽ−2 (t)]

=
1
2
ε0cn

{
E2

1(t−τ) +E2
2(t)

+ Ẽ∗1(t−τ)Ẽ2(t)eiω`τ + Ẽ1(t−τ)Ẽ∗2(t)e−iω`τ
}
. (2.3)

Here again, we have chosen to decompose the field in an amplitude function Ẽ and
a phase function centered around a somewhat arbitrary average frequency of the
radiation, ω`, as in Eqs. (1.18) and (1.19).

The actual signal recorded at the output of the interferometer is the intensity,
Ī, averaged over the response time τR of the detector. In the case of ultrashort
pulses τR� τp holds and what is being measured is the time integral

∫ +∞

−∞
I(t′, τ)dt′.

We will use the notation 〈 〉 for either integration or averaging, which results in a
quantity that is time independent. Assuming thus that all fluctuations of the signal
are averaged out by the detector’s slow response, the measured signal reduces to
the following expression:

Ī(τ) =
ε0cn

4

{
〈Ẽ2

1〉+ 〈Ẽ
2
2〉+

〈
Ẽ∗1(t−τ)Ẽ2(t)eiω`τ + Ẽ1(t−τ)Ẽ∗2(t)e−iω`τ

〉}
= ε0cn

{
A11(0) + A22(0) + Ã+

12(τ) + Ã−12(τ)
}
. (2.4)

On the right hand side of the first line in Eq. (2.4) we recognize correlation functi-
ons similar to that in Eq. (1.39), except that they involve the electric fields rather
than the intensities. In complete analogy with the definitions of the complex elec-
tric fields, the two complex functions correspond to positive and negative spectral
components3 of a correlation function A12(τ) = Ã+

12(τ) + Ã−12(τ), where, e.g., the
positive frequency component is defined as:

Ã+
12(τ) =

1
4
〈Ẽ∗1(t−τ)Ẽ2(t)eiω`τ〉

=
1
2
Ã12(τ)eiω`τ (2.5)

The Fourier transform of the correlation of two functions is the product of the
Fourier transforms [3]:

3Spectrum is defined here with respect to the conjugate variable of the delay parameter τ.
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Ã+
12(Ω) =

∫ ∞

−∞

Ã+
12(τ)e−iΩτdτ =

∫ ∞

−∞

Ã12(τ)e−i(Ωτ−ω`)dτ

=
1
4
Ẽ∗1(Ω−ω`)Ẽ2(Ω−ω`)

= Ẽ∗1(Ω)Ẽ2(Ω) (2.6)

In the ideal case of infinitely thin beam splitter, nondispersive broadband reflec-
tors and beam splitters, Ẽ1 = Ẽ2, and the Fourier transform (2.6) is real. Corre-
spondingly, the correlation defined by Eq. (2.5) is an electric field autocorrelation
which is a symmetric function with respect to the delay origin τ = 0. This fun-
damental property is of little practical importance when manipulating data from
a real instrument, because, in the optical time domain, it is difficult to determine
exactly the “zero delay” point, which requires measurement of the relative delays
of the two arms with an accuracy better than 100 Å. It is therefore more convenient
to use an arbitrary origin for the delay τ, and use the generally complex Fourier
transformation of Eq. (2.6).

For an ideally balanced interferometer, the output from the two arms is identi-
cal, and the right–hand side of Eq. (2.6) is simply the spectral intensity of the light.
This instrument is therefore referred to as a Fourier spectrometer.

Let us turn our attention to the slightly “unbalanced” Michelson interferometer.
For instance, with a single beam splitter of finite thickness d′, the beam 2 will have
traversed L = d′/cos(θr) = d (θr being the angle of refraction) more glass than
beam 1 (Fig. 2.2). It is well known that the “white light” interference fringes are
particularly elusive, because of the short coherence length of the radiation, which
translates into a very restricted range of delays over which a fringe pattern can
be observed. How will that fringe pattern be modified and shifted by having one
beam traverse a path of length 2d in glass rather than in air (assumed here to be
dispersionless)? Let Ẽ1(t) refer to the field amplitude at the detector, corresponding
to the beam that has passed through the unmodified arm with the least amount of
glass. Using Eq. (1.177) with R = 1, Ψ(Ω) = k(Ω)L and considering only terms
with n ≤ 2 in the expansion of Ψ, cf. Eq. (1.179), we find the second beam through
the simple transformation:

Ẽ2(Ω) = Ẽ1(Ω)exp {−iL [k(Ω)−Ω/c]}

≈ Ẽ1(Ω)exp
{
−i

[(
k` −

Ω

c

)
L + k′`L(Ω−ω`) +

k′′` L

2
(Ω−ω`)2

]}
(2.7)

where, as outlined earlier, (k′`)
−1 =

([
dk
dΩ

]
ω`

)−1
determines the group velocity of a
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wave packet centered around ω` and k′′` =
[

d2k
dΩ2

]
ω`

is responsible for group velo-
city dispersion (GVD). The time dependent electric field is given by the Fourier
transform of Eq. (2.7). Neglecting GVD we find for the complex field envelope:

Ẽ2(t) = e−i(k`+k′
`
ω`)LẼ1

[
t− (k′` −1/c)L

]
. (2.8)

Apart from an unimportant phase factor the obvious change introduced by the glass
path in one arm of the interferometer is a shift of time origin, i.e., a shift of the
maximum of the correlation. This is a mere consequence of the longer time needed
for light to traverse glass instead of air. The shift in “time origin” measured with
the “unbalanced” versus “balanced” Michelson is

∆τ =

(
k′` −

1
c

)
L

=
L
c

(n−1) +ω`

[
dn
dΩ

]
ω`


=

L
c

(n−1)−λ`

[
dn
dλ

]
λ`

 , (2.9)

where we replaced k′` by Eq. (1.127). The first term in the right-hand side of the se-
cond and third equation represents the temporal delay resulting from the difference
of the optical pathlength in air (n ≈ 1) and glass. The second term contains the
contribution from the group velocity in glass. In the above derivation, we have not
specifically assumed that the radiation consists of short pulses. It is also the case
for white light continuous wave (cw) radiation that the group velocity contributes
to the shift of zero delay introduced by an unbalance of dispersive media between
the two arms of the interferometer.

The third (and following) terms of the expansion of k(Ω) account for the defor-
mation of the fringe pattern observed in the recording of Fig. 2.3. The propagation
can be more easily visualized in the time domain for fs pulses. The group velocity
delay is due to the pulse envelope “slipping” with respect to the waves. The group
velocity dispersion causes different parts of the pulse spectrum to travel at different
velocity, resulting in pulse deformation. The result of the Michelson interferogram
is a cross-correlation between the field amplitude of the “original” pulse and the
signal propagated through glass.

The same considerations can be applied to white light, which can be viewed
as a temporal random distribution of ultrashort pulses. The concept of incoherent
radiation being constructed out of a statistical time sequence of ultrashort pulses is
also useful for studying coherence in light–matter interactions, as will be studied
in detail in Chapter ?? on coherent interactions.
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Figure 2.3: “White light” Michelson interferogram. The fringes of the balanced interfe-
rometer are shown on the left. The fringe pattern shifts to the right and is broadened by the
insertion of a thin quartz plate in one arm of the interferometer.

The correlation [Eqs. (2.4) and (2.5)] is maximum for exactly overlapping sta-
tistical phase and intensity fluctuations from both arms of the interferometer. These
fluctuations have a duration of the order of the inverse bandwidth of the radiation,
hence can be in the fs range for broad bandwidth light. Each of these individual
fs spikes will travel at the group velocity. Dispersion in group velocity causes
individual frequency components of these spikes to travel at different speeds, re-
sulting most often in pulse stretching. If the source for the interferogram of Fig. 2.3
had been a fs pulse, the recording on the right of the figure would represent the
cross–correlation between the field of the stretched–out pulse Ẽ2(t) with the origi-
nal (shorter) pulse Ẽ1(t) (of which the autocorrelation is shown on the left of the
figure). Such a measurement can be used to determine the shape of the field Ẽ2(t).
The limiting case of a cross–correlation between a δ function and an unknown
function yields the function directly. Indeed, the unbalanced Michelson is a power-
ful tool leading to a complete determination of the shape of fs signals, in amplitude
and phase, as will be seen in Chapter ??.

In the case of the incoherent radiation used for the recording of Fig. 2.3, the
broadened signal on the right merely reflects the “stretching” of the statistical fluc-
tuations of the white light. This measurement however provides important infor-
mation on material properties essential in fs optics. To illustrate this point we
will show how the displacement of the “zero delay” point in the interferogram of
Fig. 2.3 can be used to determine the first terms of an expansion of the transfer
function of linear optical elements.
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According to Eq. (2.6), the Fourier transform of the correlation function Ã+
11(τ)

measured with the balanced interferometer4 is simply the spectral field intensity
of the source. It is difficult, and not essential, to determine exactly the zero point,
and therefore the measurement generally provides Ã+

11(τ+ τe)exp(iϕe), which is
the function Ã+

11(τ) with an unknown phase (ϕe) and delay (τe) error. Similarly, the
cross-correlation measured after addition of a dielectric sample of thickness L/2 in
one arm of the interferometer (right hand side of Fig. 2.3) is Ã+

12(τ+ τ f )exp
(
iϕ f

)
,

which is the function Ã+
12(τ) with an unknown phase (ϕ f ) and delay (τ f ) error. The

ratio of the Fourier transforms of both measurements is:

Ã+
12(Ω)

Ã+
11(Ω)

e−i(Ωτ f−ϕ f )

e−i(Ωτe−ϕe) =
Ẽ2(Ω)
Ẽ1(Ω)

e−i[Ω(τ f−τe)−(ϕ f−ϕe)]

= e−i[k(Ω)L+Ω(τ f−τe)−(ϕ f−ϕe)], (2.10)

where we have made use of Eqs. (2.6) and (2.7). Unless special instrumental pro-
visions have been made to make (ϕ f = ϕe), and (τ f = τe), this measurement will
not provide the first two terms of a Taylor expansion of the dispersion function
k(Ω). This is generally not a serious limitation, since, physically, the undetermi-
ned terms are only associated with a phase shift and delay of the fs pulses. The
white light interferometer is an ideal instrument to determine the second and hig-
her order dispersions of a sample. Writing the complex Fourier transforms of the
interferograms in amplitude and phase:

Ã12(Ω) = A12(Ω)eψ12(Ω)

Ã11(Ω) = A11(Ω)eψ11(Ω) (2.11)

we find that, for an order (n) larger than 1, the dispersion is simply given by:

d(n)k
dΩ(n) = −

[
d(n)ψ12

dΩ(n) −
d(n)ψ11

dΩ(n)

]
(2.12)

Equation (2.12) is not limited to dielectric samples. Instead, any optical trans-
fer function H̃ which can be described by an equation similar to Eq. (1.176), can
be determined from such a procedure. For instance, the preceding discussion re-
mains valid for absorbing materials, in which case the wave vector is complex,
and Eq. (2.12) leads to a complete determination of the real and imaginary part
of the index of refraction of the sample versus frequency. Another example is the
response of an optical mirror, as we will see in the following subsection.

4Ã+
11(τ) corresponds to the third term Ã+

12(τ) in Eq. (2.4) taken for identical beams (subscript 1 =

subscript 2), not to be confused with the first term A11(0) in that same equation.
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2.3 Dispersion of interferometric structures

2.3.1 Mirror dispersion

In optical experiments mirrors are used for different purposes and are usually cha-
racterized only in terms of their reflectivity at a certain wavelength. The latter gives
a measure about the percentage of incident light intensity which is reflected. In de-
aling with femtosecond light pulses, one has however to consider the dispersive
properties of the mirror [4, 5]. This can be done by analyzing the optical transfer
function which, for a mirror, is given by

H̃(Ω) = R(Ω)e−iΨ(Ω). (2.13)

It relates the spectral amplitude of the reflected field Ẽr(Ω) to the incident field
Ẽ0(Ω)

Ẽr(Ω) = R(Ω)e−iΨ(Ω)Ẽ0(Ω). (2.14)

Here R(Ω)2 is the reflection coefficient and Ψ(Ω) is the phase response of the mir-
ror. As mentioned earlier a nonzero Ψ(Ω) in a certain spectral range is unavoidable
if R(Ω) is frequency dependent. Depending on the functional behavior of Ψ(Ω)
(cf. Section 1.3 in Chapter 1), reflection at a mirror not only introduces a certain
intensity loss but may also lead to a change in the pulse shape and to chirp genera-
tion or compensation. These effects are usually more critical if the corresponding
mirror is to be used in a laser. This is because its action is multiplied by the num-
ber of effective cavity round trips of the pulse. Such mirrors are mostly fabricated
as dielectric multilayers on a substrate. By changing the number of layers and
layer thickness a desired transfer function, i.e., reflectivity and phase response, in
a certain spectral range can be realized. As an example, Fig. 2.4 shows the ampli-
tude and phase response of a broadband high–reflection mirror and a weak output
coupler. Note that, although both mirrors have very similar reflection coefficients
around a center wavelength λ0, the phase response differs greatly. The physical ex-
planation of this difference is that R(Ω) [or R(λ)] far from ω0 = 2πc/λ0 (not shown)
influences the behavior of Ψ(Ω) [or Ψ(λ)] near ω0.

Before dealing with the influence of other optical components on fs pulses, let
us discuss some methods to determine experimentally the mirror characteristics. In
this respect the Michelson interferometer is not only a powerful instrument to ana-
lyze a sample in transmission, but it can also be used to determine the dispersion
and reflection spectrum of a mirror. The interferogram from which the reference
spectrum can be obtained is shown on the left of Fig. 2.3. Such a symmetric in-
terference pattern can only be achieved in a well compensated Michelson interfe-
rometer (left part of Fig. 2.2) with identical (for symmetry) mirrors in both arms,
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Figure 2.4: Amplitude and phase response for a high reflection multilayer mirror (dashed
line) and a weak output coupler (solid line) as a function of the wavelength (from [5]).

which are also broadband (to obtain a narrow correlation pattern). For a most accu-
rate measurement, the mirror to be measured should be inserted in one arm of the
interferometer rather than substituted to one of the reference mirrors. Otherwise,
the dispersive properties of that reference mirror cannot be cancelled. In Fig. 2.2
(left), a sample mirror is indicated as the dotted line, deflecting the beam (dashed li-
nes) towards a displaced end mirror. As in the example of the transmissive sample,
insertion of the reflective sample can in general not be done without losing the rela-
tive phase and delay references. The cross-correlation measured after substitution
of the sample mirror in one arm of the interferometer (right hand side of Fig. 2.3)
is Ã+

12(τ+ τ f )exp
(
iϕ f

)
, which is the function Ã+

12(τ) with an unknown phase (ϕ f )
and delay (τ f ) error. The ratio of the Fourier transforms of both measurements is
in analogy with Eq (2.10):

Ã+
12(Ω)

Ã+
11(Ω)

e−i(Ωτ f−ϕ f )

e−i(Ωτe−ϕe) =
Ẽ2(Ω)
Ẽ1(Ω)

e−i[Ω(τ f−τe)−(ϕ f−ϕe)]

= R(Ω)2e−i[2Ψ(Ω)+Ω(τ f−τe)−(ϕ f−ϕe)]. (2.15)

This function is independent of the dispersive and absorptive properties of the refe-
rence mirrors. The squared field reflection coefficient and the factor 2 in the phase
account for the fact that the beam is reflected twice on the sample mirror. Both the
amplitude R and phase Ψ of the transfer function H̃(Ω) can be extracted from the
measurement, with the limitation that, in general, this measurement will not pro-
vide the first two terms of a Taylor expansion of the phase function Ψ(Ω). Again,
this is not a serious limitation, since, physically, the undetermined terms are only
associated with a phase shift and delay of the fs pulses. Using the notations of
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Eqs. (2.11), the phase shift −Ψ(Ω) upon reflection of the mirror is simply given by:

Ψ(Ω) = −
1
2
[
ψ12(Ω)−ψ11(Ω) + a + bΩ

]
(2.16)

where a and b are constants that can generally not be determined,
The Michelson interferometer using white light is one of the simplest and

most powerful tools to measure the dispersion of transmissive and reflective op-
tics. Knox et al. [6] used it to measure directly the group velocity by measuring
the delay induced by a sample, at selected wavelengths (the wavelength selection
was accomplished by filtering white light). Naganuma et al. [7] used essentially
the same method to measure group delays, and applied the technique to the mea-
surement of “alpha parameters” (current dependence of the index of refraction in
semiconductors) [8]. In fs lasers, the frequency dependence of the complex re-
flection coefficient of the mirrors contributes to an overall cavity dispersion. Such
a dispersion can be exploited for optimal pulse compression, provided there is a
mechanism for matched frequency modulation in the cavity. Dispersion will sim-
ply contribute to pulse broadening of initially unmodulated pulses, if no intensity
or time dependent index is affecting the pulse phase, as will be discussed later. It is
therefore important to diagnose the fs response of dielectric mirrors used in a laser
cavity.

A direct method is to measure the change in shape of a fs pulse, after reflection
on a dielectric mirror, as proposed and demonstrated by Weiner et al. [9]. It is clear
in the frequency domain that the phases of the various frequency components of the
pulse are being scrambled, and therefore the pulse shape should be affected. What
is physically happening in the time domain is that the various dielectric layers of
the coating accumulate more or less energy at different frequencies, resulting in
a delay of some parts of the pulse. Therefore, significant pulse reshaping with
broadband coatings occurs only when the coherence length of the pulse length is
comparable to the coating thickness. Pulses of less than 30 fs duration were used
in Refs. [10, 9]. As shown above, determination of the dispersion in the frequency
domain can be made with a simple Michelson interferometer. The latter being a
linear measurement, yields the same result with incoherent white light illumination
or femtosecond pulses of the same bandwidth.

An alternate method, advantageous for its sensitivity, but limited to the determi-
nation of the group velocity dispersion, is to compare glass and coating dispersion
inside a fs laser cavity. As will be seen in Chapter ??, an adjustable thickness of
glass is generally incorporated in the cavity of mode-locked dye and solid state la-
sers, to tune the amount of group velocity dispersion for minimum pulse duration.
The dispersion of mirrors can be measured by substituting mirrors with different
coatings in one cavity position, and noting the change in the amount of glass re-
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Figure 2.5: Schematic diagram of a Fabry-Perot interferometer. (a)Normal incidence.
t̃12 is the transmission from outside (1) to inside (2); t̃21 the transmission from inside (2)
to outside (1); r̃12 the reflection from outside (1) to inside (2) and r̃21 the reflection from
inside (2) to outside (1). (b) Tilted Fabry-Perot at an angle θout. The internal angle of
incidence is θin. The fields add up in phase along a wavefront at N ×BC (N→∞) from B.

quired to compensate for the additional dispersion [11, 5]. The method is very
sensitive, because the effect of the sample mirror is multiplied by the mean number
of cycles of the pulse in the laser cavity. It is most useful for selecting mirrors for
a particular fs laser cavity.

2.3.2 Fabry-Perot and Gires-Tournois interferometer

So far we have introduced (Michelson) interferometers only as a tool to split a pulse
and to generate a certain delay between the two partial pulses. In general, howe-
ver, the action of an interferometer is more complex. This is particularly true for
multiple-beam devices such as a Fabry–Perot interferometer. Let us consider for
instance a symmetric Fabry-Perot, with two identical parallel dielectric reflectors
spaced by a distance d. We will use the notations t̃i j for the field transmission, and
r̃i j for the field reflection, as defined in Fig. 2.5. When the Fabry-Perot is tilted, the
fields add in phase along a wavefront normal to the rays (outside the Fabry-Perot)
as sketched in Fig. 2.5 (b). If k0 is the wave vector in air and k the optical path in-
side the Fabry-Perot, the complex field transmission function is found by summing
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the successive optical path:

H̃(Ω) = t̃12 t̃21e−i(kAB+k0N.BC) +

t̃12 t̃21e−ikBXD · r̃21r̃21e−i[kAB+k0(N−1)BC]

+t̃12 t̃21
(
e−ikBXD · r̃21r̃21

)2
e−i[kAB+k0(N−2)BC] + . . . (2.17)

The exponential exp[−ik0NBC] can be put in factor of the whole expression. Being
just a phase factor, it can be ignored. The optical path AB is nd/cosθin, where n is
the index of refraction inside the Fabry-Perot, while the difference in optical path
BXD−BC appearing in the power series is:

2nd
cosθin

−2nd tanθin sinθout =
2nd

cosθin
−

2nd sin2 θin

cosθout
=

2nd cosθin

c
. (2.18)

Substituting in Eq. (2.17):

H̃(Ω) = t̃12 t̃21e−i(kd/cosθin) 1
1− r̃2

21e−2ikd cosθ
. (2.19)

Taking into account the interface properties derived in Appendix E, t̃12 t̃21− r̃12r̃21 =

1 and r̃12 = −r̃∗21, the field transmission reduces to:

H̃(Ω) =
(1−R)e−ikd/cosθin

1−Reiδ (2.20)

where
δ(Ω) = 2ϕr −2k(Ω)d cosθin (2.21)

is the total phase shift of a round-trip inside the Fabry-Perot, including the phase
shift ϕr upon reflection on each mirror, θin is the angle of incidence on the mirrors
(inside the Fabry-Perot), and R = |r̃12|

2 is the intensity reflection coefficient of each
mirror [12].

Similarly, one finds the complex reflection coefficient of the Fabry-Perot:

R̃(Ω) =

√
R
(
eiδ−1

)
1−Reiδ . (2.22)

One can easily verify that, if — and only if — kd is real:

|R|2 + |T |2 = 1 (2.23)

Equations (2.20) and (2.22) are the transfer functions for the field spectrum. The
dependence on the frequency argument Ω occurs through k = n(Ω)Ω/c and pos-
sibly ϕr(Ω). With n(Ω) complex, the medium inside the Fabry-Perot is either an
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Figure 2.6: Effect of a Fabry-Perot interferometer on a light pulse. (a) If the mirror
spacing is larger than the geometrical length of the incident pulse, an exponentially de-
caying sequence of pulses follows the Fabry-Perot, like ducklings follow mother duck. (b)
If the mirror spacing is smaller than the geometric length of the incident pulse, the pulse
spectrum is spectrally filtered, resulting a longer transmitted pulse.
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absorbing or an amplifying medium, depending on the sign of the imaginary part
of the index. We refer to a problem at the end of this chapter for a study of the
Fabry-Perot with gain.

The functions H̃(Ω) and R̃(Ω) are complex transfer functions, which implies
that, for instance, the transmitted field is:

Ẽout(Ω) = T (Ω)Ẽin(Ω) (2.24)

where Ẽin is the incident field. Equation (2.24) takes into account all the dynamics
of the field and of the Fabry-Perot. In the case of a Fabry-Perot of thickness d�
cτp, close to resonance (δ(Ω)� 1), the transmission function H̃(Ω) is a Lorentzian,
with a real and imaginary part connected by the Kramers Kronig relation. We refer
to a problem at the end of this chapter to show how dispersive properties of a
Fabry-Perot can be used to shape a chirped pulse.

In the case of a Fabry-Perot of thickness d � cτp, the pulse spectrum covers
a large number of Fabry-Perot modes. Hence the product (2.24) will represent a
frequency comb, of which the Fourier transform is a train of pulses. Intuitively
indeed, we expect the transmission and/or reflection of a Fabry-Perot interferome-
ter to consist of a train of pulses of decreasing intensity if the spacing d between
the two mirrors is larger than the geometrical pulse length, [Fig. 2.6(a)]. The lat-
ter condition prevents interference between field components of successive pulses.
The free spectral range of the Fabry–Perot interferometer is much smaller than the
spectral width of the pulse. On the other hand if d is smaller than the pulse length
the output field is determined by interference, as illustrated in Fig. 2.6(b). An ex-
ample of a corresponding device was the dielectric multilayer mirror discussed be-
fore, which can be considered as a sequence of many Fabry–Perot interferometers.
Here the free spectral range of one interferometer is much broader than the pulse
spectrum and it is the behavior around a resonance which determines the shape of
pulse envelope and phase. The actual pulse characteristics can easily be determi-
ned by multiplying the field spectrum of the incident pulse with the corresponding
transfer function (2.20). For a multilayer mirror this function can be obtained from
a straightforward multiplication of matrices for the individual layers [13].

Among the various types of interferometers that can be used for pulse shaping,
we choose to detail here the Gires–Tournois interferometer [14]. Its striking fea-
ture is a very high and almost constant amplitude transmission while the spectral
phase can be tuned continuously. This device can be used to control the GVD in
a fs laser in a similar manner as gratings and prisms. The Gires–Tournois is topo-
logically identical to a ring interferometer, with all mirrors but one being perfect
reflectors. The lone transmitting mirror is used as input and output. As with the
Gires–Tournois, the output amplitude is unity, whether or not the wave inside the
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Figure 2.7: Schematic diagram of a Gires–Tournois interferometer.

ring is at resonance or not. It is left as an exercise at the end of this chapter to trans-
pose the formulae of the Gires–Tournois to the situation of a ring interferometer.

A sketch of the Gires–Tournois interferometer is shown in Fig. 2.7. It is a
special type of a Fabry-Perot interferometer with one mirror (mirror M2) having a
reflection coefficient of (almost) 1. Consequently the device is used in reflection.
In this case the transfer function is given by

R(Ω)e−iΨ(Ω) =
−r + eiδ

1− reiδ (2.25)

where δ is the phase delay5 between two successive partial waves that leave the
interferometer and r is the (real) amplitude reflection of M1 (assumed to be non-
dispersive). It can easily be shown that the reflectivity of the device is |R| = 1, i.e.,
there is practically no change in the pulse energy. The phase response determined
by Eq. (2.25) can be written as

Ψ(Ω) = −arctan
[

(r2−1)sinδ
2r− (r2 + 1)cosδ

]
(2.26)

Taking the derivative of both sides of this expression, and dividing by [tan2 Ψ+

1] yields:
dΨ

dΩ
=

(r4−1)−2r(r2−1)cosδ
(1 + r2)2 + 4r cosδ[r cosδ− (1 + r2)]

dδ
dΩ

. (2.27)

5In the definition of the phase delay (2.21) applied to the Gires-Tournois interferometer, θ is the
internal angle.
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It is interesting to find the expression for the group delay at the exact resonances,
i.e. the values of Ω that make δ = 2Nπ:

dΨ

dΩ

∣∣∣∣∣
res

=

(
r + 1
r−1

)
dδ
dΩ

∣∣∣∣∣
res

(2.28)

The group velocity dispersion of the device is calculated from the second derivative
of the expression (2.27):

d2Ψ

dΩ2 =
(r4−1)−2r(r2−1)cosδ

(1 + r2)2 + 4r cosδ[r cosδ− (1 + r2)]
d2δ

dΩ2

+
2r(r2−1)sinδ

[
4r(r2 + 1)cosδ−4r2 cos2 δ− r2−3

]
{
(1 + r2)2 + 4r cosδ[r cosδ− (1 + r2)]

}2

(
dδ
dΩ

)2

.

(2.29)

Note that, as pointed out in the problem at the end of this chapter, the same expres-
sions can be derived for the transmission of a ring resonator. At the resonances of
the device, δ = 2Nπ, and the GVD is:

d2Ψ

dΩ2

∣∣∣∣∣∣
res

=

(
r + 1
r−1

)
d2δ

dΩ2

∣∣∣∣∣∣
res
. (2.30)

As shown in the definition Eq. (2.21), the second derivative of δ contains the group
velocity dispersion (−k”) of the material inside the interferometer. This material
dispersion is enhanced by the factor (r + 1)/(r−1) in condition of resonance. This
factor can be very large in the case a of high finesse resonator (1− r� 1).

The GVD given by Eq. (2.29) can be tuned continuously by adjusting δ which
can be either through a change of the mirror separation d or through a change of
the external angle of incidence Θ. Gires and Tournois [14] conceived this inter-
ferometer to adapt to optical frequencies the pulse compression technique used in
radar (sending a frequency modulated pulse through a dispersive delay line). Du-
guay and Hansen were the first to apply this device for the compression of pulses
from a He-Ne laser [16]. Since typical pulse durations were on the order of several
hundred ps the mirror spacing needed to be in the order of few mm. To use the
interferometer for the shaping of fs pulses the corresponding mirror spacing has
to be in the order of few microns. Heppner and Kuhl [17] overcame this obvious
practical difficulty by designing a Gires–Tournois interferometer on the basis of
dielectric multilayer systems, as illustrated in Fig. 2.8(a). The 100% mirror M2
is a sequence of dielectric coatings with alternating refractive index deposited on
a substrate. A certain spacer of optical thickness d consisting of a series of λ/2
layers of one and the same material is placed on top of M2. The partially reflective
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Figure 2.8: Gires-Tournois interferometer for fs light pulses using dielectric multilayers.
By rotating two parallel interferometers the overall dispersion can be adjusted through a
change of the external angle of incidence Θ and the number of reflections. Note, the beam
direction is not changed. The lateral displacement can be compensated by a second pair of
interferometers (from [15]).

surface M1 is realized by one λ/4 layer of high refractive index. The dispersion
of this compact device can be tuned by changing the angle of incidence and/or the
number of passes through the interferometer. A possible arrangement which was
successfully applied for GVD adjustments in fs lasers [15] is shown in Fig. 2.8(b).

Let us inspect in more detail the actual transfer function of the multilayer Gires-
Tournois interferometer taking into account the mirror dispersion. In most genera-
lity, the first reflecting face of the Gires Tournois is a multi-layer dielectric coating,
which we will model as an infinitely thin layer with complex reflection coeffi-
cient r̃i j = r exp

(
iϕr,i j

)
and transmission coefficient t̃i j = t exp

(
iϕt,i j

)
. The subscripts

i, j = 1,2 refer to air (1) and spacer dielectric (2). As indicated in Fig. 2.7, t̃12 is
the transmission coefficient from air to the spacer, through the multilayer dielec-
tric mirror M1; r̃12 the reflection coefficient of M1 to a beam incident from the
air, etc . . . . Let us designate by δ the phase shift accumulated by the wave having
propagated from the first reflecting layer to the total reflector and back to the first
layer:

δ(Ω) = −2k(Ω)d cosθ+ϕr2 = −
2Ωn(Ω)d cosθ

c
+ϕr2, (2.31)

where ϕr2 is the phase shift upon reflection at the totally reflecting layer(s) (mir-
ror M2), and θ is the internal angle of incidence on the reflecting interfaces. The
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complex (field) reflection coefficient of the structure is:

R(Ω)e−iΨ(Ω) =
r̃12 + (t̃12 t̃21− r̃12r̃21)eiδ

1− r̃21eiδ

=
r̃12 + eiδ

1− r̃21eiδ , (2.32)

where the last equality results from the relation between the complex amplitude
reflection and transmission derived in Appendix E (t̃12 t̃21 − r̃12r̃21 = 1). The re-
flectivity of the device is:

|R(Ω)|2 =
|r̃12|

2 + 1 + r̃12e−iδ + r̃∗12eiδ

|r̃21|2 + 1− r̃∗21e−iδ− r̃21eiδ , (2.33)

which is only equal to unity if r̃21 = −r̃∗12 and the media are lossless. This relation
is consistent with the phase shift upon reflection on a dielectric interface. The
expression for the complex reflection of the whole interferometer can be re-written
in terms of the reflection coefficient r̃21

6:

R(Ω)e−iΨ(Ω) =
−r̃∗21 + eiδ

1− r̃21eiδ . (2.34)

Let us express the reflectivity r̃21 in terms of its amplitude and phase: r̃21 =

r21 exp
(
iϕr,21

)
= r exp(iϕr). The phase response of the interferometer can now be

calculated:

Ψ(Ω) = −arctan
(r2−1)sinδ(Ω)− r sinϕr(Ω)

2r cosϕr(Ω)− (1 + r2)cosδ(Ω)
, (2.35)

which is a generalization of Eq. (2.26) to the more complex multilayer Gires-
Tournois structure. Only when ϕr = 0 and ϕr2 (in δ) is frequency independent in
the range of interest are the dispersions described by Eqs. (2.26) and (2.35) equal.
The error may be small in some real situations, as can be seen from the compari-
son of the approximation (2.26) with the exact phase Ψ(Ω) shown in Fig. 2.9. The
latter functional dependence can be calculated directly through matrix algebra [13]
taking into account a certain sequence of dielectric multilayer mirrors.

2.3.3 Chirped mirrors

As mentioned in the previous section, the Gires-Tournois interferometer exhibits a
reflectivity close to one over a broad spectrum. This was accomplished by an end

6We recall that r̃21 is the complex field reflection coefficient from inside the Gires Tournois, on
the multilayer dielectric coating, assumed to be infinitely thin
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Figure 2.9: Comparison of the exact phase function ψ(λ) (diamonds) and its second de-
rivative d2ψ/dΩ2 (solid line) of a Gires-Tournois interferometer with the approximation of
assuming constant ϕr and ϕr2 Eq. (2.35) (circles for ψ, dashed line for the second deriva-
tive). The Gires-Tournois interferometer has been designed for a central wavelength λ0 =

620 nm. The curves are calculated for an external angle of incidence of 20o. For this parti-
cular example, the high reflector is made of 11 layers of TiO2 (thickness λ0/4n = 67.4 nm)
alternating with layers of SiO2 (thickness λ0/4n = 106.9 nm) on a glass substrate (n = 1.5).
The spacer consists of 5 half wave spacing of SiO2, for a total thickness of 1068.9 nm. The
top reflector (r = 0.324) consists of a quarter wave layer of TiO2 (thickness λ0/4n = 67.4
nm). In applying Eq. (2.35), the values of phase shifts upon reflection were ϕr = −0.0192
(top layer) and ϕr2 = −0.0952 (high reflector).

mirror of high reflectivity (M2 in Fig. 2.8). The dispersion on the other hand can be
controlled by the spacer and the front mirror. This is expressed in the phase δ(Ω)
and ϕr(Ω) in Eq. (2.35). The problem is that both mirrors at the same time form
a Fabry-Perot structure that has relatively narrow resonances and subsequently a
rather complicated dispersion behavior. The most desired alternative would be a
process to generate a pre-defined reflection and phase behavior, R(Ω) and Ψ(Ω).
Optimization programs applied to dielectric multi-layer systems offer such an in-
triguing and interesting possibility. A dielectric multi-layer system consists of a
sequence of films characterized by a certain refractive index ni and thickness di. In
principle, computer algorithms can be used to find a sequence of (di,ni) combina-
tions representing individual films that come closest to a pre-defined reflection and
phase behavior in a certain spectral range. Of course, there are certain technical
constraints that need to be considered, for example the total thickness and number
of layers, the manufacturing tolerances in ni and di, and the limited choice of avai-
lable refractive indices ni (suitable materials). This approach will gain importance
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Figure 2.10: Wave packets of different center frequencies are reflected at different depths
of a chirped mirror. The mirror consists of stacks of alternating high and low refractive
index layers at different resonance frequencies.

in the future as the amplitude and phase responses needed become more and more
complicated.

In many cases mirrors are desired that have a constant reflectivity and certain
dispersion behavior, for example a constant amount of GVD within a pre-defined
spectral range. This idea was pursued by Szipöks et al. [18], leading to what is now
called chirped mirrors. The basic idea is sketched in Fig. 2.10. High-reflection mir-
rors typically consist of stacks of alternating high and low refractive index quarter-
wave layers. A chirped mirror is a sequence of those stacks with changing reso-
nance frequency. Wave-packets of different center frequency are thus reflected at
different depths, making the group delay upon reflection a function of frequency.

Unfortunately this is an oversimplified picture that neglects subresonances in
particular between the layers and the first air-film interface. This leads to a modu-
lation of the GVD. For this reason computer optimization is necessary to tune the
film parameters for a smooth dispersion curve.

Improvements in the initial layer sequence used as a starting point for the fi-
nal computer optimization have been accomplished, for example, by modulating
the ratio of the thickness of the high- and low-index layer of the chirped mirror
(double chirped mirror) [19], by superimposing a quasi-periodic modulation on
the linear modulation of the layer thickness [20], and by coating the backside of
the substrate [21, 22]. As we will see in following chapters such mirrors have made
an impressive impact on femtosecond laser source development.

2.4 Focusing elements

2.4.1 Singlet lenses

One main function of fs pulses is to concentrate energy in time and space. The
ability to achieve extremely high peak power densities depends partly on the ability
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Figure 2.11: (a) delay of the pulse front with respect to the phase front, in the case of a
singlet lens. (b) spread of the focal region due to chromatic aberration.

to keep pulses short in time, and concentrate them in a small volume by focusing.
The difference between group and phase velocity in the lens material can reduce the
peak intensity in the focal plane by delaying the time of arrival of the pulse front
propagating through the lens center relative to the pulse front propagating along
peripheral rays. The group velocity dispersion leads to reduction of peak intensity
by stretching the pulse in time. As pointed out by Bor [23, 24], when simple
focusing singlet lenses are used, the former effect can lead to several picosecond
lengthening of the time required to deposit the energy of a fs pulse on focus.

Let us assume a plane pulse and phase front at the input of a spherical lens
as sketched in Fig. 2.11. According to Fermat’s principle the optical path along
rays from the input phase front to the focus is independent of the radius coordinate
r. The lens transforms the plane phase front into a spherical one which converges
in the (paraxial) focus. Assimilating air as vacuum, it is only while propagating
through the lens that the pulses experience a group velocity 3g different from the
phase velocity 3p = c/n. The result is a pulse front that is delayed with respect to
the (spherical) phase front, depending on the amount of glass traversed. As we
have seen in Chapter 1, the group velocity is:

3g =

(
dk
dΩ

)−1

=
c

n−λ` dn
dλ

, (2.36)

where λ` is the wavelength in vacuum. The difference in propagation time between
the phase front and pulse front after the lens at radius coordinate r is:

∆T (r) =

(
1
3p
−

1
3g

)
L(r), (2.37)

where L(r) is the lens thickness. The group delay ∆T (r) is also the difference of
the time of arrival at the focus of pulses traversing the lens at distance r from the
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axis and peripheral rays touching the lens rim. Pulse parts travelling on the axis
(r = 0) will arrive delayed in the focal plane of a positive lens compared with pulse
parts traversing the lens at r > 0 . For a spherical thin lens, the thickness L is given
by

L(r) =
r2

0 − r2

2

(
1

R1
−

1
R2

)
(2.38)

where R1,2 are the radii of curvature of the lens and r0 is the radius of the lens
aperture.7 Substituting the expressions for the group velocity (2.36) and for the
lens thickness (2.38) into Eq. (2.37) yields for the difference in time of arrival
between a pulse passing through the lens at the rim and at r:

∆T (r) =
r2

0 − r2

2c

(
1

R1
−

1
R2

)(
λ

dn
dλ

)
(2.39)

=
r2

0 − r2

2c
λ

d
dλ

(
1
f

)

where the focal length f has been introduced by 1/ f = (n− 1)(R−1
1 −R−1

2 ). Equa-
tion (2.40) illustrates the connection between the radius dependent pulse delay and
the chromaticity d/dλ(1/ f ) of the lens. For an input beam of radius rb the pulse
broadening in the focus can be estimated with the difference in arrival time ∆T ′ of
a pulse on an axial ray and a pulse passing through the lens at rb:

∆T ′(rb) =
r2

b

2c
λ

d
dλ

(
1
f

)
. (2.40)

To illustrate the effects of group velocity delay and dispersion, let us assume
that we would like to focus a 50 fs pulse at the excimer laser wavelength of 248
nm (KrF) down to a spot size of 0.6 µm, using a fused silica lens (singlet) of
focal distance f = 30 mm. Let us further assume that the input beam profile is
Gaussian. Since the half divergence angle in the focused beam is θ = λ/(πw0),
the radius w of the Gaussian beam [radial dependence of the electric field: Ẽ(r) =

Ẽ(0)exp{−r2/w2}] incident on the lens should be approximately θ f = (λ/πw0) f ≈ 4

7Regarding sign considerations we will use positive (negative) R1,2 for refracting surfaces which
are concave (convex) towards the incident side.
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mm. To estimate the pulse delay we evaluate ∆T ′ at rb = w:

∆T ′(rb = w) =
w2

2c
λ

d
dλ

(
1
f

)
= −

w2

2c f (n−1)

(
λ

dn
dλ

)
= −

θ2 f
2c(n−1)

(
λ

dn
dλ

)
. (2.41)

For the particular example chosen, n ≈ 1.51, λdn/dλ ≈ −0.17, and the difference in
time of arrival (at the focus) of the rays at r = 0 and rb = w is ≈ 300 fs, which can
be used as a rough measure of the pulse broadening.

The effect of the chromaticity of the lens on the spatial distribution of the light
intensity near the focal plane is a spread of the optical energy near the focus, be-
cause different spectral components of the pulse are focused at different points on
axis. For a bandwidth limited Gaussian pulse of duration τp =

√
2ln2 τG0 with

spectral width ∆λ = 0.441λ2/cτp, the focus spreads by the amount:

∆ f = − f 2 d(1/ f )
dλ

∆λ = −
fλ2

c(n−1)
0.441
τp

dn
dλ
. (2.42)

Applying Eq. (2.42) to our example of a 30 mm fused silica lens to focus a 50 fs
pulse, we find a spread of ∆ f = 60 µm, which is large compared to the Rayleigh
range of a diffraction limited focused monochromatic beam ρ0 = w0/θ ≈ 5 µm.
We can therefore write the following approximation for the broadening of the
beam: w(∆ f )/w0 =

√
1 + (∆ f /2ρ0)2 ≈ (∆ f /2ρ0). Substituting the value for ∆ f

from Eq. (2.42):

w(∆ f )
w0

= −
0.44π
τp

θ2 f
2c(n−1)

(
λ

dn
dλ

)
≈ −0.44π

∆T ′

τp
. (2.43)

We note that the spatial broadening of the beam due to the spectral extension of the
pulse, as given by Eq. (2.43), is (within a numerical factor) the same expression as
the group velocity delay [Eq. (2.41)] relative to the pulse duration. In fact, neither
expression is correct, in the sense that they do not give a complete description of
the spatial and temporal evolution of the pulse near the focus. An exact calculation
of the focalization of a fs pulse by a singlet is presented in the subsection that
follows.

In addition to the group delay effect, there is a direct temporal broadening of the
pulse in the lens itself due to GVD in the lens material, as discussed in Section 1.5.
Let us take again as an example the fused silica singlet of 30 mm focal length and
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of 16 mm diameter used to focus a 248 nm laser beam to a 0.6 µm spot size. The
broadening will be largest for the beam on axis, for which the propagation distance
through glass is L(r = 0) = d0 = r2

0/{2 f (n− 1)} = 2.1 mm. Using for the second-
order dispersion at 250 nm λd2n/dλ2 ≈ 2.1 µm−1 [23], we find from Eq. (1.136)
that a 50 fs (FWHM) unchirped Gaussian pulse on axis will broaden to about 60
fs. If the pulse has an initial upchirp such that the parameter a defined in Eq. (1.41)
is a = −5, it will broaden on axis to 160 fs. At a wavelength of 800 nm, where the
dispersion is much smaller than in the UV (see Table 2.1), a bandwidth limited 50
fs pulse would only broaden to 50.4 fs.

The example above illustrates the differences between peak intensity reduction
at the focal point of a lens resulting from the difference between group and phase
velocity, and effects of group velocity dispersion in the lens material. The latter is
strongly chirp dependent, while the former is not. The spread of pulse front arrival
time in the focal plane is independent of the pulse duration and is directly related
to the spot size that will be achieved (the effect is larger for optical arrangements
with a large F-number). The relative broadening of the focus, ∝ ∆T ′/τp, is howe-
ver larger for shorter pulses. The group velocity dispersion effect is pulse width
dependent, and, in typical materials, becomes significant only for pulse durations
well below 100 fs in the VIS and NIR spectral range.

2.4.2 Space-time distribution of the pulse intensity at the focus of a
lens

The geometrical optical discussion of the focusing of ultrashort light pulses pre-
sented above gives a satisfactory order of magnitude estimate for the temporal bro-
adening effects in the focal plane of a lens. We showed this type of broadening
to be associated with chromatic aberration. Frequently the experimental situation
requires an optimization not only with respect to the temporal characteristics of
the focused pulse, but also with respect to the achievable spot size. To this aim
we need to analyze the space-time distribution of the pulse intensity in the focal
region of a lens in more detail. The general procedure is to solve either the wave
equation (1.78), or better the corresponding diffraction integral8, which in Fre-
snel approximation was given in Eq. (1.192). However, we cannot simply separate
space and time dependence of the field with a product ansatz (1.188) since we ex-
pect the chromaticity of the lens to induce an interplay of both. Instead we will
solve the diffraction integral for each “monochromatic” Fourier component of the
input field Ẽ0(Ω) which will result in the field distribution in a plane (x,y,z) behind
the lens, Ẽ(x,y,z,Ω). The time-dependent field Ẽ(x,y,z, t) then is obtained through

8For large F numbers the Fresnel approximation may no longer be valid, and the exact diffraction
integral including the vector properties of the field should be applied.
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Figure 2.12: Diffraction geometry for focusing.

the inverse Fourier transform of Ẽ(x,y,z,Ω) so that we have for the intensity distri-
bution:

I(x,y,z, t) ∝ |F −1{Ẽ(x,y,z,Ω)}|2. (2.44)

The geometry of this diffraction problem is sketched in Fig. 2.12. Assuming
plane waves of amplitude E0(Ω) = E0(x′,y′,z′ = 0,Ω) at the lens input, the dif-
fraction integral to be solved reads, apart from normalization constants:

E(x,y,z,Ω) ∝
Ω

c

∫ ∫
E0(Ω)TL(x′,y′)TA(x′,y′)e−i k

2z [(x′−x)2+(y′−y)2]dx′dy′ (2.45)

where TL and TA are the transmission function of the lens and the aperture stop,
respectively. The latter can be understood as the lens rim in the absence of ot-
her beam limiting elements. The lens transmission function describes a radially
dependent phase delay which in case of a thin, spherical lens can be written:

TL(x′,y′) = exp
{
−i

Ω

c
[
nL(r′) + d0−L(r′)

]}
(2.46)

with r′2 = x′2 + y′2 and

L(r′) = d0−
r′2

2

(
1

R1
−

1
R2

)
= d0−

r′2

2(n−1) f
, (2.47)

where d0 is the thickness in the lens center. Note that because of the dispersion
of the refractive index n, the focal length f becomes frequency dependent. For a
spherical opening of radius r′0 the aperture function TA is simply:

TA(r′) =

{
1 for x′2 + y′2 = r′2 ≤ r′20
0 otherwise

(2.48)
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If we insert Eq. (2.47) into Eq. (2.46) we can rewrite the lens transmission function
as:

TL(x′,y′) = exp
{
−i

[
kg(Ω)d0−

(
kg(Ω)−

Ω

c

)
r′2

2

(
1

R1
−

1
R2

)]}
, (2.49)

where
kg(Ω) =

Ω

c
n(Ω) (2.50)

is the wave vector in the glass material. Substituting this transmission function in
the diffraction integral Eq.(2.45) we find for the field distribution in the focal plane:

E(Ω) ∝
Ω

c
e−ikg(Ω)d0

∫ ∫
TAE0(Ω)exp

[
i
(
kg(Ω)−

Ω

c

)
r′2

2

(
1

R1
−

1
R2

)]
×e−i k

2z [(x′−x)2+(y′−y)2]dx′dy′ (2.51)

The exponent of the second exponential function is radially dependent and is re-
sponsible for the focusing, while the first one describes propagation through a dis-
persive material of length d0. For a closer inspection let us assume that the glass
material is only weakly dispersive so that we may expand kg(Ω) and [kg(Ω)−Ω/c]
up to second order. In both exponential functions this will result in a sum of
terms proportional to (Ω−ω`)m (m = 0,1,2). According to our discussion in the
section about linear elements, optical transfer functions which have the structure
exp[−ib1(Ω−ω`)] give rise to a certain pulse delay. Because b1 is a function of
r′ this delay becomes radius dependent, a result which has already been expected
from our previous ray-optical discussion. The next term of the expansion (m = 2)
is responsible for pulse broadening in the lens material.

A numerical evaluation of Eq. (2.51) and subsequent inverse Fourier transform
[Eq. (2.44)] allows one to study the complex space-time distribution of the pulse
intensity behind a lens. An example is shown in Fig. 2.13. In the aberration-
free case we recognize a spatial distribution corresponding to the Airy disc and no
temporal distortion. The situation becomes more complex if chromaticity plays a
part. We see spatial as well as temporal changes in the intensity distribution. At
earlier times the spatial distribution is narrower. This can easily be understood if
we remember that pulses from the lens rim (or aperture edge) arrive first in the
focal plane and are responsible for the field distribution. At later times pulses from
inner parts of the lens arrive. The produced spot becomes larger since the effective
aperture size is smaller. If we use achromatic doublets (cf. next Section 2.4.3) the
exponential proportional to (Ω−ω`) in the corresponding diffraction integral does
not appear. The only broadening then is due to GVD in the glass material.

Interesting effects occur if spherical aberration is additionally taken into ac-
count [26] which is essential to correctly model strong focusing with singlet len-
ses. As known from classical optics, spherical aberration results in different focal
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Figure 2.13: Space-time distribution of the pulse intensity in the focal plane of a lens:
(a) Focusing without chromatic or spherical aberration, (b) Focusing with chromatic aber-
ration τ/T = 20. The input pulse was chosen to vary as e−(t/T )2

. 3 is the optical coordinate

defined as 3 = r′0k`
√

x2 + y2/ f` and τ = T ′(r0) =

∣∣∣∣∣ r′20 λ

2 f c(n−1) n′(λ)
∣∣∣∣∣ is a measure for the dis-

persion (from [25]). (c) Focusing with chromatic and spherical aberration. The intensity
distribution in the plane of the marginal focus is shown (from [26]).
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planes for beams passing through the lens at different r. Since ultrashort pulses pas-
sing through different lens annuli experience the same delay, almost no temporal
broadening occurs for the light which is in focus, as illustrated in Fig. 2.13(c). The
space-time distribution in the focal area can differ substantially from that obtained
with a purely chromatic lens.

To measure the interplay of chromatic and spherical aberration in focusing ul-
trashort light pulses, one can use an experimental setup as shown in Fig. 2.14(a).
The beam is expanded and sent into a Michelson interferometer. One arm contains
the lens to be characterized, which can be translated so as to focus light passing
through certain lens annuli onto mirror M1. Provided the second arm has the pro-
per length, an annular interference pattern can be observed at the output of the
interferometer. The radius of this annulus is determined by the setting of ∆ f . If
no spherical aberration is present, an interference pattern is observable only for
∆ f ≈ 0 and a change of the time delay by translating M2 would change the radius
of the interference pattern. With spherical aberration present, at a certain ∆ f , an
interference pattern occurs only over a delay corresponding to the pulse duration
while the radius of the annulus remains constant. This can be proved by measuring
the cross-correlation, i.e., by measuring the second harmonic signal as function of
the time delay. The width of the cross-correlation does not differ from the width of
the autocorrelation which is measured without the lens in the interferometer arm.
Figure 2.14(b) shows the position of the peak of the cross-correlation as function
of ∆ f and the corresponding r, respectively. For comparison, the delay associated
with chromatic aberration alone is also shown (dashed curve).

2.4.3 Achromatic doublets

The chromaticity of a lens was found to be the cause for a radial dependence of the
time of arrival of the pulse at the focal plane, as was shown by Eq.(2.40). Therefore
one should expect achromatic optics to be free of this undesired pulse lengthening.
To verify that this is indeed the case, let us consider the doublet shown in Fig. 2.15.
The thicknesses of glass traversed by the rays in the media of index n1 and n2 are
L1 and L2 and are given by:

L1 = d1−
r2

2

(
1

R1
−

1
R2

)
(2.52)

and

L2 = d2−
r2

2

(
1

R2
−

1
R3

)
(2.53)
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Figure 2.14: (a) Correlator for measuring the effect of chromatic and spherical aberration
on the focusing of fs pulses. (b) Measured pulse delay (data points) as a function of the lens
position (∆ f — deviation from the paraxial focus) and the corresponding radial coordinate
r of light in focus. The solid line is obtained with ray–pulse tracing; the dashed curve
shows the effect of chromatic aberration only. Lens parameters: f0 = 12.7 mm, BK7 glass
(from [27]).

where d1,2 is the center thickness of lens 1,2. The inverse of the focal length of the
doublet lens is:

1
f

= (n1−1)
(

1
R1
−

1
R2

)
+ (n2−1)

(
1

R2
−

1
R3

)
. (2.54)

The condition of achromaticity d
dλ (1/ f ) = 0 gives an additional relation between

the radii of curvature Ri and the indices ni. The expression for the transit time in
glass [23] in which we have inserted the chromaticity of the doublet is:

T (r) =
d1

c

{
n1−λ

dn1

dλ

}
+

d2

c

{
n2−λ

dn2

dλ

}
+
λr2

2c
d

dλ

(
1
f

)
. (2.55)

Equation (2.55) indicates that, for an achromatic doublet for which the third term
on the right hand side vanishes, the transit time has no more radial dependence. The
phase front and wave front are thus parallel, as sketched in Fig. 2.15. In this case,
the only mechanism broadening the pulse at the focus is group velocity dispersion.
The latter can be larger than with singlet lenses since achromatic doublets usually
contain more glass.
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Figure 2.15: Ray tracing in an achromat (from [23]).

2.4.4 Focusing mirrors

Another way to avoid the chromatic aberration and thus pulse broadening is to use
mirrors for focusing. With spherical mirrors and on-axis focusing the first aberra-
tion to be considered is the spherical one. The analysis of spherical aberration of
mirrors serves also as a basis to the study of spherical aberration applied to lenses.

Let us consider the situation of Fig. 2.16, where a plane pulse- and wavefront
impinge upon a spherical mirror of radius of curvature R. The reflected rays are
the tangents of a caustic — the curve commonly seen as light reflects off a coffee
cup. Rays that are a distance r off-axis intersect the optical axis at point T which
differs from the paraxial focus F in the paraxial focal plane Σ′. The difference in
arrival time between pulses travelling along off-axis rays and on-axis pulses in the
paraxial focal plane is:

∆T =
1
c

[
VQ−

(
PS +

R
2

)]
. (2.56)

Through simple geometrical considerations on can find an expression for ∆T in the
form of an expansion in powers of (r/R). The first non-zero term of that expansion
is:

∆T =
3
4

R
c

( r
R

)4
. (2.57)

Likewise, one obtains for the geometrical deviation from the paraxial focus in Σ′:

x =
R
2

( r
R

)3
. (2.58)
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Figure 2.16: Focusing of light pulses by a spherical mirror.

For a beam diameter D = 3 mm and a focal length f = 25 mm the arrival time
difference amounts to only 0.1 fs and the deviation from the paraxial focus x ≈ 1
µm. The numbers increase rapidly with beam size; ∆T ≈ 13 fs, x ≈ 25 µm for
D = 10 mm, for example.

In experimental situations where even a small aberration should be avoided,
parabolic mirrors can advantageously be used to focus collimated input beams.
An example requiring such optics is upconversion experiments where fluorescence
with fs rise time from a large solid angle has to be focused tightly, without modi-
fying its temporal behavior. Elliptical mirrors should be used to focus light emer-
ging from a point source. However, since parabolic mirrors are more readily avai-
lable, a combination of parabolic mirrors may be used in lieu of an ellipsoid.

2.5 Elements with angular dispersion

2.5.1 Introduction

Besides focusing elements there are various other optical components which mo-
dify the temporal characteristics of ultrashort light pulses through a change of their
spatial propagation characteristics.

Even a simple prism can provide food for thought in fs experiments. Let us
consider an expanded parallel beam of short light pulses incident on a prism, and
diffracted by the angle β = β(Ω), as sketched in Fig. 2.17. As discussed in Chap-
ter 1, a Gaussian beam with beam waist w0 self diffracts by an angle of approx-
imately θ = λ/πw0. In the case of a short pulse (or white light), this diffraction
has to be combined with a spectral diffraction, since the light is no longer mono-
chromatic, and different spectral components will be deflected by the prism with
a different angle β = β(Ω). If the pulse is sufficiently short, both effects are of the
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Figure 2.17: Pulse front tilt introduced by a prism. The position of the (plane) wavefronts
is indicated by the dashed lines AB and A′B′.

same order of magnitude, resulting in a complex space-time problem that can no
longer be separated. Throughout this section, whether considering group delays
or group velocity dispersion, we will consider sufficiently broad beams, and suf-
ficiently short propagation distances Lp behind the prism. This will allow us to
neglect the change in beam diameter due to propagation and spectral diffraction af-
ter the prism. In most cases we will also approximate the beam with a flat profile.
At the end of this chapter the interplay of of propagation and spectral diffraction
effects will be discussed for Gaussian beams.

As discussed by Bor et al. [24], the prism introduces a tilt of the pulse front
with respect to the phase front. As in lenses, the physical origin of this tilt is the
difference between group and phase velocity. According to Fermat’s principle the
prism transforms a phase front AB into a phase front A′B′. The transit times for
the phase and pulse fronts along the marginal ray BOB′ are equal (3p ∼ 3g in air).
In contrast the pulse is delayed with respect to the phase in any part of the ray
that travels through a certain amount of glass. This leads to an increasing delay
across the beam characterized by a certain tilt angle α. The maximum arrival time
difference in a plane perpendicular to the propagation direction is (D′/c) tanα.

Before discussing pulse front tilt more thoroughly, let us briefly mention anot-
her possible prism arrangement where the above condition for Lp is not necessary.
Let us consider for example the symmetrical arrangement of four prisms sketched
in Fig. 2.18. During their path through the prism sequence, different spectral com-
ponents travel through different optical distances. At the output of the fourth prism
all these components are again equally distributed in one beam. The net effect of
the four prisms is to introduce a certain amount of GVD leading to broadening of
an unchirped input pulse. We will see later in this chapter that this particular GVD
can be interpreted as a result of angular dispersion and can have a sign opposite to
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Figure 2.18: Pulse broadening in a four prism sequence.

that of the GVD introduced by the glass material constituting the prisms.

2.5.2 Tilting tilt of pulse fronts of pulse fronts

In an isotropic material the direction of energy flow — usually identified as ray
direction — is always orthogonal to the surfaces of constant phase (wave fronts)
of the corresponding propagating wave. In the case of a beam consisting of ultras-
hort light pulses, one has to consider in addition planes of constant intensity (pulse
fronts). For most applications it is desirable that these pulse fronts be parallel to
the phase fronts and thus orthogonal to the propagation direction. In the section
on focusing elements we have already seen how lenses cause a radially dependent
difference between pulse and phase fronts. This leads to a temporal broadening of
the intensity distribution in the focal plane. There are a number of other optical
components which introduce a tilt of the pulse front with respect to the phase front
and to the normal of the propagation direction, respectively. One example was the
prism discussed in the introduction of this section. As a general rule, the pulse front
tilting should be avoided whenever an optimum focalization of the pulse energy is
sought. There are situations where the pulse front tilt is desirable to transfer a tem-
poral delay to a transverse coordinate. Applications exploiting this property of the
pulsefront tilt are pulse diagnostics (Chapter ??) and travelling wave amplification
(Chapter ??).

The general approach for tilting pulse fronts is to introduce an optical element
in the beam path which retards the pulse fronts as a function of a coordinate trans-
verse to the beam direction. This is schematically shown in Fig. 2.19 for an element
that changes only the propagat ion direction of a (plane) wave. Let us assume that
a wavefront AB is transformed into a wavefront A′B′. From Fermat’s principle it
follows that the optical pathlength POL between corresponding points at the wa-
vefronts AB and A′B′ must be equal:

POL(BB′) = POL(PP′) = POL(AA′). (2.59)
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Figure 2.19: Delay of the pulse front with respect to the phase front.

Since the optical pathlength corresponds to a phase change ∆Φ = 2πPOL/λ, the
propagation time of the wavefronts can be written as

Tphase =
∆Φ

ω`
(2.60)

where we referred to the center frequency of the pulse. This phase change is given
by

∆Φ =

∫ P′

P
k(s)ds =

ω`
c

∫ P′

P
n(s)ds = ω`

∫ P′

P

ds
3p(s)

(2.61)

where s is the coordinate along the beam direction. In terms of the phase velocity
the propagation time is

Tphase =

∫ P′

P

ds
3p(s)

. (2.62)

The propagation time of the pulse fronts however, Tpulse, is determined by the
group velocity

Tpulse =

∫ P′

P

ds
3g(s)

=

∫ P′

P

∣∣∣∣∣ dk
dΩ

∣∣∣∣∣
ω`

ds. (2.63)

From Eqs. (2.62) and (2.63) the difference in propagation time between phase front
and pulse front becomes

∆T (P,P′) = Tphase−Tpulse =

∫ P′

P

(
1
3p
−

1
3g

)
ds =

∫ P′

P

[
k`
ω`
−

dk
dΩ

∣∣∣∣∣
ω`

]
ds, (2.64)

which can be regarded as a generalization of Eq. (2.37).
A simple optical arrangement to produce pulse front tilting is an interface

separating two different optical materials – for instance air (vacuum) and glass
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Figure 2.20: Pulse front tilt through refraction at an interface.

(Fig. 2.20). At the interface F the initial beam direction is changed by an angle
β = γ−γ′ where γ and γ′ obey Snell’s law sinγ = n(ω`) sinγ′. The point A of an
incident wavefront AB is refracted at time t = t0. It takes the time interval Tphase

to recreate the wavefront A′B′ in medium 2, which propagates without distortion
with a phase velocity 3p = c/n(ω`). The time interval Tphase is given by

Tphase =
nAA′

c
=

BB′

c
=

PF + nFP′

c
=

D tanγ
c

. (2.65)

The beam path from B to B′ is through a nondispersive material and thus pulse front
and wavefront coincide at B′. In contrast the phase front and pulse front propagate
different distances during the time interval Tphase in medium 2 and thus become
separated. Since in (most) optical materials the group velocity is smaller than the
phase velocity the pulse front is delayed with respect to the phase front. In our
case this delay increases linearly over the beam cross section. The characteristic
tilt angle α between pulse and phase fronts is given by

tanα =
EA′

D′
. (2.66)

From simple geometrical considerations we find for the two distances

EA′ =
( c
n
− 3g

)
Tphase =

( c
n
− 3g

) D
c

tanγ (2.67)

and

D′ = D
cosγ′

cosγ
= D

√
n2− sin2 γ

ncosγ
. (2.68)
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Inserting Eqs. (2.67) and (2.68) in Eq. (2.66) and using the expression for the group
velocity, we obtain for α

tanα =
ω`n′(ω`)

ω`n′(ω`) + n(ω`)
sinγ√

n2− sin2 γ

. (2.69)

Following this procedure we can also analyze the pulse front at the output of a
prism, cf. Fig. 2.17. The distance EA′ is the additional pathlength over which the
phase has travelled as compared to the pulse path. Thus, we have

EA′ = 3p

[
a
3g
−

a
3p

]
= aω`n′(ω`) (2.70)

which results in a tilt angle

tanα =
a
b
ω`n′(ω`) = −

a
b
λ`

dn
dλ

∣∣∣∣∣
λ`

(2.71)

where b = D′ is the beam width.
As pointed out by Bor [24], there is a general relation between pulse front tilt

and the angular dispersion dβ/dλ of a dispersive device which reads

tanα = λ

∣∣∣∣∣dβdλ

∣∣∣∣∣ . (2.72)

The latter equation can be proven easily for a prism, by using the equation for the
beam deviation, dβ/dλ = (a/b)(dn/dλ), in Eq. (2.71). Similarly to prisms, gratings
produce a pulse front tilt, as can be verified easily from the sketch of Fig. 2.21. To
determine the tilt angle we just need to specify the angular dispersion in Eq. (2.72)
using the grating equation.

2.5.3 GVD through angular dispersion!angular dispersion — Gene-
ral

Angular dispersion has been advantageously used for a long time to resolve spectra
or for spectral filtering, utilizing the spatial distribution of the frequency compo-
nents behind the dispersive element (e.g., prism, grating). In connection with fs
optics, angular dispersion has the interesting property of introducing GVD. At first
glance this seems to be an undesired effect. However, optical devices based on
angular dispersion, which allow for a continuous tuning of the GVD can be de-
signed. This idea was first implemented in [28] for the compression of chirped
pulses with diffraction gratings. The concept was later generalized to prisms and
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Figure 2.21: Pulse front tilt produced by diffraction at a grating in Littrow configuration.

prism sequences [29]. Simple expressions for two and four prism sequences are
given in [30, 31]. From a general point of view, the diffraction problem can be
treated by solving the corresponding Fresnel integrals [28, 32, 33]. We will sketch
this procedure at the end of this chapter. Another successful approach is to analyze
the sequence of optical elements by ray-optical techniques and calculate the optical
beam path P as a function of Ω. From our earlier discussion we expect the response
of any linear element to be of the form:

R(Ω)e−iΨ(Ω) (2.73)

where the phase delay Ψ is related to the optical pathlength POL through

Ψ(Ω) =
Ω

c
POL(Ω). (2.74)

R(Ω) is assumed to be constant over the spectral range of interest and thus will be
neglected.

We know that non-zero terms [(dn/dΩn)Ψ , 0] of order n ≥ 2 are responsible
for changes in the complex pulse envelope. In particular

d2

dΩ2 Ψ(Ω) =
1
c

(
2

dPOL

dΩ
+Ω

d2POL

dΩ2

)
=

λ3

2πc2

d2POL

dλ2 (2.75)

is related to the GVD parameter. We recall that, with the sign convention chosen in
Eq. (2.73), the phase factor Ψ has the same sign as the phase factor k`L. Consistent
with the definition given in Eq. (1.128) a positive GVD corresponds to d2Ψ

dΩ2 > 0. In

this chapter, we will generally express d2Ψ
dΩ2 in fs2.
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Figure 2.22: Angular dispersion causes GVD. The solid line in the middle of the figure
represents the angular dispersive element, providing a frequency dependent deflection of
the beam at the point of incidence Q. The different frequency components of the pulse
spread out in the patterned area.

The relation between angular dispersion and GVD can be derived through the
following intuitive approach. Let us consider a light ray which is incident onto an
optical element at point Q, as in Fig. 2.22. At this point we do not specify the
element, but just assume that it causes angular dispersion. Thus, different spectral
components originate at Q under different angles, within a cone represented by the
patterned area in the figure. Two rays corresponding to the center frequency ω` of
the spectrum, ~r0, and to an arbitrary frequency Ω, ~rΩ, are shown in Fig. 2.22. The
respective wavefronts S are labelled with subscript “0” (for the central frequency
ω`) and “Ω” (for the arbitrary frequency Ω). The planes S Ω, S 0 and S ′

Ω
, S ′0 are

perpendicular to the ray direction and represent (plane) wave fronts of the incident
light and diffracted light, respectively. Let P0 be our point of reference and be
located on ~r0 where QP0 = L. A wavefront S ′

Ω
of ~rΩ at PΩ is assumed to intersect

~r0 at P0. The optical pathlength QPΩ is thus

QPΩ = POL(Ω) = POL(ω`)cosα = Lcosα (2.76)

which gives for the phase delay

Ψ(Ω) =
Ω

c
POL(Ω) =

Ω

c
Lcosα (2.77)

The dispersion constant responsible for GVD is obtained by twofold derivation
with respect to Ω:
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d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

= −
L
c

sinα
[
2

dα
dΩ

+Ω
d2α

dΩ2

]
+Ωcosα

(
dα
dΩ

)2

∣∣∣∣∣∣∣
ω`

≈ −
Lω`

c

(
dα
dΩ

∣∣∣∣∣
ω`

)2

(2.78)

where sinα = 0 and cosα = 1 if we take the derivatives at the center frequency of
the pulse, Ω = ω`. The quantity (dα/dΩ)|ω` , responsible for angular dispersion,
is a characteristic of the actual optical device to be considered. It is interesting
to note that the dispersion parameter is always negative independently of the sign
of dα/dΩ and that the dispersion increases with increasing distance L from the
diffraction point. Therefore angular dispersion always results in negative GVD.
Differentiation of Eq. (2.78) results in the next higher dispersion order

d3Ψ

dΩ3

∣∣∣∣∣∣
ω`

= −
L
c

cosα

3(
dα
dΩ

)2

+ 3Ω
dα
dΩ

d2α

dΩ2


+ sinα

3 d2α

dΩ2 +Ω
d3α

dΩ3 −Ω

(
dα
dΩ

)3

∣∣∣∣∣∣∣
ω`

≈ −
3L
c

( dα
dΩ

)2

+Ω
dα
dΩ

d2α

dΩ2


∣∣∣∣∣∣∣
ω`

, (2.79)

where the last expression is a result of α(ω`) = 0.
The most widely used optical device for angular dispersion are prisms and gra-

tings. To determine the dispersion introduced by them we need to specify not only
the quantity α(Ω) in the expressions derived above, but also the optical surfaces be-
tween which the path is being calculated. Indeed, we have assumed in the previous
calculation that the beam started as a plane wave (plane reference surface normal
to the initial beam) and terminates in a plane normal to the ray at a reference op-
tical frequency ω`. The choice of that terminal plane is as arbitrary as that of the
reference frequency ω` (cf. Chapter 1, Section 1.1.1). After some propagation dis-
tance, the various spectral component of the pulse will have separated, and a finite
size detector will only record a portion of the pulse spectrum.

Therefore, the “dispersion” of an element has only meaning in the context of
a particular application, that will associate reference surfaces to that element. This
is the case when an element is associated with a cavity, as will be considered in the
next section. In the following sections, we will consider combinations of elements
of which the angular dispersion is compensated. In that case, a natural reference
surface is the normal to the beam.
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2.5.4 GVD of a cavity containing a single prism dispersion!prism

Dispersion control is an important aspect in the development of fs sources. The
most elementary laser cavity as sketched in Fig. 2.23 has an element with angular
dispersion. The dispersive element could be the Brewster angle laser rod itself.
The cavity will be typically terminated by a curved mirror. The two reference sur-
faces to consider are the two end-mirror of the cavity. We have seen that negative
GVD is typically associated with angular dispersion, and positive GVD with the
propagation through a glass prism or laser rod 9. One might therefore expect to be
able to tune the GVD in the arrangement of Fig. 2.23 from a negative to a positive
value. An exact calculation of the frequency dependence presented below shows
that this is not the case, and that the GVD of this cavity is always positive.

L

(R)

Lg

h

A B

C

α

θ
3

Figure 2.23: Example of a cavity with a single right angle prism. The side of the right
angle is an end mirror of the cavity. The cavity is terminated by a curved mirror of radius
of curvature R, at a distance L from the Brewster angle exit face of the prism. Stability of
the cavity requires that L + AB/n < R. Translation of the prism allows for an adjustment
of the pathlength in glass Lg. The inset shows that this calculation applies to a symmetric
cavity with a Brewster-angle laser rod and two spherical mirrors.

A combination of elements with a tunable positive dispersion can also be desi-
rable in a fs laser cavity. We will consider the case of the linear cavity sketched in

9It is generally the case — but not always — that optical elements in the visible have positive
GVD.
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Fig. 2.23, whose GVD can be solved analytically.
The cavity is terminated on one end by the plane face of the prism, on the other

end by a spherical mirror of curvature R. The prism–mirror distance measured at
the central frequency ω` is L. The beam originates from a distance h from the
apex of the prism (angle α), such that the pathlength in glass can be written as
Lg = h tanα. For the sake of notation simplification, we define:

a =
h tanα

c

b =
L
2

(
1−

L
R

)
. (2.80)

The total phase shift for one half cavity round-trip is Ψ(Ω) = ΨAB(Ω) + ΨBC(Ω).
The phase shift through the glass here is simply −k(Ω)Lg = −ΨAB(Ω), with ΨAB(Ω)
given by:

ΨAB(Ω) = Ψ0 +
dΨ

dΩ

∣∣∣∣∣
ω`

∆Ω+
1
2

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

(∆Ω)2 + . . .

≈ Ψ0 + a
[
Ω

dn
dΩ

+ n(Ω)
]
ω`

∆Ω+
1
2

a
[
2

dn
dΩ

+Ω
d2n
dΩ2

]
ω`

(∆Ω)2,

(2.81)

where ∆Ω = Ω−ω`. For the path in air, we have a phase shift −kBC = −ΨBC(Ω),
with

ΨBC(Ω) =
Ω

c

[
L +

L
2

(
1−

L
R

)
∆θ2

]
=

Ω

c

[
L + b∆θ2

]
, (2.82)

where ∆θ is the departure of dispersion angle from the diffraction angle at ω`.
Within the small angle approximation, we have for ∆θ:

∆θ ≈ ∆Ω
sinα
cosθ3

dn(Ω)
dΩ

= ∆Ω
dn(Ω)

dΩ
. (2.83)

The last equality (sinα = cosθ3) applies to the case where θ3 equals the Brewster
angle. The GVD dispersion of this cavity is thus:

d2Ψ
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ω`
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dΩ2
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c

(
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dΩ
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ω`

)2

, (2.84)

or, using the wavelength dependence of the index of refraction, and taking into
account that, for the Brewster prism, tanα = 1/n(ω`):

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

=
h
nc

(
λ

2πc

)(
λ2 d2n

dλ2

)∣∣∣∣∣∣
λ`

+ b
λ3

πc2

(
dn
dλ

)2
∣∣∣∣∣∣∣
λ`

(2.85)
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The stability of the cavity requires that R > L, and that the coefficients a and b be
positive. In the visible range, most glasses have a positive GVD dispersion (k” > 0
or d2n/dλ2 > 0). Therefore, in a cavity with a single prism as sketched in Fig. 2.23,
the group velocity dispersion is adjustable through the parameter h, but always
positive.

The calculation above applies to a simple solid state laser cavity as sketched
in the inset of Fig.2.23, with a Brewster angle laser rod. The contribution to the
dispersion from each side of the dash-dotted line are additive. Even in this simple
example, we see that the total dispersion is not only due to the propagation through
the glass, but there is also another contribution due to angular dispersion. It is
interesting to compare Eqs. (2.78), which gives a general formula associated with
angular dispersion, with Eq. (2.85). Both expression involve the square of the
angular dispersion, but with opposite sign.

Femtosecond pulses have been obtained through adjustable GVD compensa-
tion with a single prism in a dye ring laser cavity [34]. As in the case of Fig. 2.23,
the spectral narrowing that would normally take place because of the angular dis-
persion of the prism was neutralized by having the apex of the prism at a waist of
the resonator. In that particular case, the adjustable positive dispersion of the prism
provided pulse compression because of the negative chirp introduced by saturable
absorption below resonance, as detailed in Chapter ??.

2.5.5 Group velocity control with pairs of prisms ixdispersion !prism

Pairs of elements

Figure 2.24: Pair of elements with angular dispersion arranged for zero net angular dis-
persion. The elements are most often prisms or gratings.
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In most applications, a second element will be associated to the first one, such
that the angular dispersion introduced by the first element is compensated, and all
frequency components of the beam are parallel again, as sketched in Fig. 2.24. The
elements will generally be prisms or gratings.

As before, we start from a first reference surface A normal to the beam. It
seems then meaningful to chose the second reference surface B at the exit of the
system that is normal to the beam. There is no longer an ambiguity in the choice of
a reference surface, as in the previous section with a single dispersive element. At
any particular frequency, Fermat’s principle states that the optical pathes are equal
from a point of the wavefront A to the corresponding point on the wavefront B.
This is not to say that these distances are not frequency dependent. The spectral
components of the beam are still separated in the transverse direction. For that rea-
son, a pair of prisms or gratings provides a way to “manipulate” the pulse spectrum
by spatially filtering (amplitude or phase filter) the various Fourier components.

Calculation for matched isosceles prisms.

One of the most commonly encountered case of Fig. 2.24, is that where the two
angular dispersive elements are isosceles prisms. Prisms have the advantage of
smaller insertion losses, which is particularly important with the low gain solid
state lasers used for fs applications.

There are numerous contributions to the group velocity dispersion that makes
this problem rather complex:

a) Group velocity dispersion due to propagation in glass for a distance L.

b) Group velocity dispersion introduced by the changes in optical path L in each
prism, due to angular dispersion.

c) Group velocity dispersion due to the angular dispersion after one prism, pro-
pagation of the beam over a distance `, and as a result propagation through
different thicknesses of glass at the next prism.

These considerations by themselves are sufficient to write an expression for the
second order dispersion of a pair of prism, using the properties established ear-
lier in this chapter for the relation between angular dispersion and second order
dispersion. This expression differs from the most commonly used expression for
calculation the dispersion of a pair of prisms [30]. The shortcomings of the latter
expressions are:

• The expression of Fork and Gordon [30] implies that the separation between
the prisms has both a positive and negative effect, which is not correct.
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Figure 2.25: Typical two prisms sequence as used in fs laser cavities. The relative posi-
tion of the prisms is defined by the distance t and the spacing s between the parallel faces
OB and O′B′. The initial beam enters the prism at a distance OA = a from the apex. The
distance t2 between the parallel faces OA and O′A′ is t2 = t sinα+ scosα. The solid line
ABB′A′D traces the beam path at an arbitrary frequency Ω. The beam at the frequency ups-
hifted by dΩ is represented by the dashed line. The dotted line indicates what the optical
path would be in the second prism, if the distance BB′ were reduced to zero (this situation
is detailed in Fig. B.1). “D” is a point on the phase front a distance u from the apex O′ of
the second prism. In most cases we will associate the beam path for a ray at Ω with the
path of a ray at the center frequency ω`.
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• The only optical path considered is that between the two prisms; the beam
displacement after the second prism is not calculated.

• The expression applies only for the case of tip to tip propagation in the prisms

In addition to the simple derivation based on the properties of angular dis-
persion, a rigorous derivation has been made by calculating exactly the optical
pathways between parallel wavefronts before and after the pair of prisms [35]. The
details of this calculation are reproduced in Appendix B. The result is in agreement
with the easily derivable equation based on the properties (a), (b) and (c) cited
above:

d2Ψ

dΩ2

∣∣∣∣∣∣
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Lg

c

2 dn
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c
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(
dθ1

dΩ

∣∣∣∣∣
ω`

)2

(2.86)

This equation applies to any pair of identical isosceles prisms in the parallel
face configuration represented in Fig. 2.25, for an arbitrary angle of incidence. L
is the distance between prisms along the beam at ω`, and Lg is the total distance of
glass traversed. The group velocity dispersion is simply the sum of three contribu-
tions:

1. The (positive) GVD due to the propagation of the pulse through a thickness
of glass Lg.

2. The negative GVD contribution due to the angular dispersion dθ3/dΩ app-
lied to Eq. (2.78) over a distance BB′ = s/cosθ3.

3. The negative GVD contribution due to the angular dispersion dθ1/dΩ (de-
flection of the beam at the first interface) applied to Eq. (2.78) over a distance
Lg in the glass of index n.

In most practical situations it is desirable to write Eq. (B.18) in terms of the
input angle of incidence θ0 and the prism apex angle α. The necessary equations
can be derived from Snell’s law and Eq. (B.16):

d
dΩ

θ1 =
1
n

[
n2− sin2(θ0)

]− 1
2

[
ncosθ0

dθ0

dΩ
− sinθ0

dn
dΩ

]
d

dΩ
θ3 =

[
1−n2 sin2(α− θ1)

]− 1
2

[
ncos(α− θ1)

dθ1

dΩ
+ sin(α− θ1)

dn
dΩ

]
,

(2.87)
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where θ1 = arcsin
(
n−1 sinθ0

)
and dθ0/dΩ = 0.

For the particular case of Brewster angle prisms and minimum deviation (sym-
metric beam path through the prism for Ω = ω`), we can make the substitutions
dθ1/dn = −1/n2, and dθ3/dn = 2. Using θ0 = θ3 = θ4 = θ7, the various angles are
related by:

tanθ0 = n

sinθ0 = cosθ1 =
n

√
1 + n2

cosθ0 = sinθ1 =
1

√
1 + n2

sinα =
2n

n2 + 1
(2.88)

The total second order dispersion in this case becomes:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

=
Lg

c

2 dn
dΩ

∣∣∣∣∣
ω`

+ω`
d2n
dΩ2

∣∣∣∣∣∣
ω`

− ω`c
(
4L +

Lg

n3

)(
dn
dΩ

∣∣∣∣∣
ω`

)2

, (2.89)

In terms of wavelength:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

=
λ3
`

2πc2

Lg
d2n
dλ2

∣∣∣∣∣∣
λ`

−

(
4L +

Lg

n3

)(
dn
dλ

∣∣∣∣∣
λ`

)2 . (2.90)

In many practical devices, L >> Lg and the second term of Eq. (2.90) reduces to
L(dn/dλ)2.

It is left as a problem at the end of this chapter to calculate the exact third
order dispersion for a pair of prisms. If the angular dispersion in the glass can be
neglected (L >> Lg), the third order dispersion for a Brewster angle prism is:

Ψ′′′tot(ω`) ≈
λ4
`

(2πc)2c

[
12L

(
n′2

[
1−λ`n′(n−3−2n)

]
+λ`n′n′′

)
−Lg(3n′′+λ`n′′′)

]
.

(2.91)

To simplify the notation, we have introduced n′, n′′ and n′′′ for the derivatives of n
with respect to λ taken at λ`.

The presence of a negative contribution to the group velocity dispersion due
to angular dispersion offers the possibility of tuning the GVD by changing Lg =

g/sinθ0 (g is the thickness of the glass slab formed by bringing the two prisms
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Figure 2.26: Set-ups for adjustable GVD without transverse displacement of spectral
components. (a) two prisms followed by end mirror (configuration used mostly in linear
cavities). (b) 4 prisms (used in ring cavities). The GVD is tuned by translating one or more
prisms into the beam.

together, as shown in Fig. B.1) in Appendix B. A convenient method is to simply
translate one of the prisms perpendicularly to its base, which alters the glass path
while keeping the beam deflection constant. It will generally be desirable to avoid
a transverse displacement of spectral components at the output of the dispersive
device. Two popular prism arrangements which do not separate the spectral com-
ponents of the pulse are sketched in Fig. 2.26. The beam is either sent through two
prism, and retro-reflected by a plane mirror, or sent directly through a sequence of
four prisms. In these cases the dispersion as described by Eq. (B.18) doubles. The
values of Ψ′′, Ψ′′′, etc. that are best suited to a particular experimental situation can
be predetermined through a selection of the optimum prism separation s/cosθ3, the
glass pathlength Lg, and the material (cf. Table 2.1). Such optimization methods
are particularly important for the generation of sub-20 fs pulses in lasers [36, 37]
that use prisms for GVD control.

In this section we have derived analytical expressions for dispersion terms of
increasing order, in the case of identical isoceles prism pairs, in exactly antiparallel
configuration. It is also possible by methods of pulse tracing through the prisms
to determine the phase factor at any frequency and angle of incidence [30, 38, 39,
31, 40]. The more complex studies revealed that the GVD and the transmission
factor R [as defined in Eq. (2.73)] depend on the angle of incidence and apex angle
of the prism. In addition, any deviation from the Brewster condition increases the
reflection losses. An example is shown in Fig. 2.27.
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Figure 2.27: Dispersion (solid lines) and reflection losses (dash-dotted lines) of a two-
prism sequence (SQ1 - fused silica) as a function of the angle of incidence on the first prism
surface. Symmetric beam path through the prism at the central wavelength is assumed.
Curves for three different apex angles (−4o, 0o, 4o) relative to α = 68.9o (apex angle for a
Brewster prism at 620 nm) are shown. The tic marks on the dashed lines indicate the angle
of incidence and the dispersion where the reflection loss is 4.5%. (from [31]).
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Figure 2.28: Two parallel gratings produce GVD without net angular dispersion. For
convenience a reference wavefront is assumed so that the extension of PP0 intersects G1
at A.

2.5.6 GVD introduced by gratings gratings

Gratings can produce larger angular dispersion than prisms. The resulting negative
GVD was first utilized by Treacy to compress pulses of a Nd:glass laser [28]. In
complete analogy with prisms, the simplest practical device consists of two iden-
tical elements arranged as in Fig. 2.28 for zero net angular dispersion. The dis-
persion introduced by a pair of parallel gratings can be determined by tracing the
frequency dependent ray path. The optical path length ACP between A and an
output wavefront PPo is frequency dependent and can be determined with help of
Fig. (2.28) to be:

ACP =
b

cos(β′)
[
1 + cos

(
β′+β

)]
(2.92)

where β is the angle of incidence, β′ is the diffraction angle for the frequency
component Ω and b is the normal separation between G1 and G2. If m is the order
of diffraction, the angle of incidence and the diffraction angle are related through
the grating equation

sinβ′− sinβ =
2mπc
Ωd

(2.93)

where d is the grating constant. The situation with gratings is however different
than with prisms, in the sense that the optical path of two parallel rays out of
grating G1 impinging on adjacent grooves of grating G2 will see an optical path
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difference CP−C0P0 of mλ, m being the diffraction order. Thus, as the angle β′

changes with wavelength, the phase factor ΩACP/c increments by 2mπ each time
the ray AC passes a period of the ruling of G2 [28]. Because only the relative
phase shift across PP0 matters, we may simply count the rulings from the (virtual)
intersection of the normal in A with G2. Thus, for the mth order diffraction we find
for Ψ(Ω):

Ψ(Ω) =
Ω

c
ACP(Ω)−2mπ

b
d

tan
(
β′

)
. (2.94)

The group delay is given by:

dΨ

dΩ
=

(
b
c

)
1 + cos(β+β′)

cosβ′
+

Ωb
ccos2 β′

{
sinβ′

[
1 + cos

(
β+β′

)]
−cosβ′ sin

(
β+β′

)} dβ′

dΩ
+

2mπ
d

b
cos2 β′

dβ′

dΩ

=

(
b
c

)
1 + cos(β+β′)

cosβ′
=

ACP(Ω)
c

. (2.95)

In deriving the last equation, we have made use of the grating equation sinβ′ −
sinβ = 2πc/(Ωd). Equation (2.95) shows remarkable properties of gratings. The
group delay is simply equal to the phase delay, and not explicitly dependent on the
grating order. The carrier to envelope delay is zero. The second order derivative,
obtained by differentiation of Eq. (2.95), is:

d2Ψ

dΩ2 =
b
c

1
cos2 β′

{
sinβ′

[
1 + cos

(
β+β′

)]
− cosβ′[sin

(
β+β′

)
]
} dβ′

dΩ

=

(
b
d

)
2mπ

ω` cosβ′
dβ′

dΩ

∣∣∣∣∣
ω`

=
−4π2m2c
ω3
`

cos2 β′
L
d2 , (2.96)

where we have again made use of the grating equation, and used the distance L =

b/cosβ′ between the gratings along the ray at Ω = ω`. Using wavelengths instead
of frequencies:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

= −
λ`

2πc2

(mλ`
d

)2 L
cos2 β′(λ`)

. (2.97)

where cos2 β′(ω`) = 1− [2πc/(ω`d) + sinβ]2. The third derivative can be written as

d3Ψ

dΩ3

∣∣∣∣∣∣
ω`

= −
3
ω`

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

[
1 +

2
3

mλ`
d

sinβ′

cos2 β′

]
. (2.98)

To decide when the third term in the expansion [as defined in Eq. (1.179)] of the
phase response of the grating needs to be considered we evaluate the ratio

RG =

∣∣∣∣∣∣b3(Ω−ω`)3

b2(Ω−ω`)2

∣∣∣∣∣∣ =

∣∣∣∣∣ Ψ′′′(ω`)
3Ψ′′(ω`)

∣∣∣∣∣ |Ω−ω`| ≈ ∆ωp

ω`

[
1 +

2
3

mλ`
d

sinβ′

cos2 β′

]
(2.99)
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where the spectral width of the pulse ∆ωp was used as an average value for |Ω−ω`|.
Obviously it is possible to minimize (or tune) the ratio of second- and third- order
dispersion by changing the grating constant and the angle of incidence. The second
order dispersion increases with the square of the ratio mλ`/d cosβ′, thus faster than
the ratio RG that is proportional to that quantity. Grazing incidence, multiple order
may be considered when very large dispersion needs to be achieved on a relatively
narrow bandwidth.

The derivation of Eq. (2.97) could have been shortened considerably by using
the general relation between angular dispersion and GVD, Eq. (2.78). Indeed,
deriving from Eq. (2.93) the angular dispersion of a grating

dβ′

dΩ

∣∣∣∣∣
ω`

= −
2πc

ω2
`
d cosβ′

, (2.100)

and inserting in Eq. (2.78), we also obtain Eq. (2.97).

2.5.7 Grating pairs for pulse compressors

For all practical purpose, a pulse propagating from grating G1 to G2 can be consi-
dered as having traversed a linear medium of length L characterized by a negative
dispersion. We can write Eq. (2.97) in the form of:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

= k′′` L = −

{
λ`

2πc2

(
m
λ`
d

)2 1
cos2 β′(ω`)

}
L. (2.101)

Referring to Table 1.4 of Chapter 1, a bandwidth limited Gaussian pulse of duration
τG0, propagating through a dispersive medium characterized by the parameter k′′` ,
broadens to a Gaussian pulse of duration τG

τG = τG0

√
1 +

(
L
Ld

)2

, (2.102)

with a linear chirp of slope:

ϕ̈ =
2L/Ld

1 + (L/Ld)2

1
τ2

G0

(2.103)

where the parameter Ld relates both to the parameters of the grating and to the
minimum (bandwidth limited) pulse duration:

Ld =
τ2

G0

2|k′′
`
|
= π

(
cτG0

mλ`

)2 d
λ`

cos2 β′(ω`). (2.104)
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Conversely, a pulse with a positive chirp of magnitude given by Eq. (2.103) and
duration corresponding to Eq. (2.102) will be compressed by the pair of gratings
to a duration τG0. A pulse compressor following a pulse stretcher is used in nu-
merous amplifications systems and will be dealt with in Chapter ??. The “com-
pressor” is a pair of gratings with optical path L, designed for a compression ratio
τG/τG0 = L/Ld

10. The ideal compressor of length L will restore the initial (be-
fore the stretcher) unchirped pulse of duration τ0. To a departure x from the ideal
compressor length L, corresponds a departure from the ideal unchirped pulse of
duration τ0:

τG = τG0

√
1 +

x2

L2
d

. (2.105)

This pulse is also given a chirp coefficient (cf. Table 1.4) ā = x/Ld.
In most compressors, the transverse displacement of the spectral components at

the output of the second grating can be compensated by using two pairs of gratings
in sequence or by sending the beam once more through the first grating pair. As
with prisms, the overall dispersion then doubles. Tunability is achieved by chan-
ging the grating separation b. Unlike with prisms, however, the GVD is always
negative. The order of magnitude of the dispersion parameters of some typical
devices is compiled in Table 2.2.

The choice between gratings and prism for controllable dispersion is not always
a simple one. Prisms pairs have lower losses than gratings (the total transmission
through a grating pair usually does not exceed 80%), and are therefore the prefer-
red intracavity dispersive element. Gratings are often used in amplifier chain where
extremely high compression and stretching ratio are desired, which implies a small
Ld. It should be noted however that Ld is not only determined by the properties of
the prism or grating, but is also proportional to τ2

G0 as shown by Eq. (2.104). The-
refore, prisms stretcher-compressors are also used in medium power amplifiers for
sub-20 fs pulses. The disadvantage of prisms is that the beam has to be transmitted
through glass, which, for high power pulses, is a nonlinear medium.

2.5.8 Combination of focusing and angular dispersive elements

A disadvantage of prism and grating sequences is that for achieving large GVD the
length L between two diffraction elements becomes rather large, cf. Eq.(2.78). As
proposed by Martinez et al. [41] the GVD of such devices can be considerably in-
creased (or decreased) by using them in connection with focusing elements such as
telescopes. Let us consider the optical arrangement of Fig. 2.29, where a telescope
is placed between two gratings.

10In all practical cases with a pair of gratings, (L/Ld)2 � 1.
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Figure 2.29: Combination of a grating pair and a telescope. (a) Comparison of a standard
two grating combination of negative dispersion, and a zero-dispersion arrangement. The
solid lines show the beam paths in the standard configuration, as discussed in the previous
section and in Fig. 2.28. The total phase shift is largest for the red beam and smallest for
the blue beam. The dashed line corresponds to the zero-dispersion configuration, where
the gratings are both at a focal point of each lens, and the lens are spaced by two focal
distances. It is easily seen that all the optical paths are equal length. (b) Positive dispersion
configuration. The spacing between the gratings is smaller than 4 f , while the lens spacing
remains 2 f . The green beam has a longer optical path than the red beam. (c) The grating
spacing is larger than 4f (the lenses being still 2 f apart). This is still a negative dispersion
configuration: the blue beam has a shorter optical path than the green beam.
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Device λ` [nm] ω` [fs−1] Ψ′′ [fs2]
fused silica (Lg = 1 cm) 620 3.04 535

800 2.36 356
Brewster prism 620 3.04 -760
pair, fused silica

L = 50 cm 800 2.36 -523
grating pair 620 3.04 -9.3 104

b = 20 cm; β = 0o

d = 1.2 µm 800 2.36 -3 105

Table 2.2: Values of second-order dispersion for typical devices.

The solid lines in Fig. 2.29(a) show the optical path through a pair of parallel
gratings, for beam of decreasing wavelength from red (top) to blue (bottom). With
two lenses inserted between the gratings, such that the distance between gratings
L = 4 f , all optical paths are rigourously equal (zero dispersion configuration). The-
refore, Eq. (2.97) is still valid, provided the distance L between gratings is replaced
by L− 4 f . Since the telescope implies an image inversion, the orientation of the
second grating should be reversed, as in Fig. 2.29(b), in which the distance L is
smaller than 4 f . The sign of L− 4 f is negative, making the second order disper-
sion Eq. (2.97) positive. The green optical path experiences several additional 2π
phase shifts on the grating as compared to the red one. Such an arrangement is
used in amplifier systems to stretch pulses (chirped pulse amplification [42, 43].
When the distance between gratings is increased beyond L = 4 f [Fig. 2.29(c)] the
blue beam experiences a larger phase shift than the green beam, indicating negative
dispersion.

More generally, as shown in Fig. 2.30, the grating-lens configuration does no
need to be symmetrical, neither do the lenses need to have the same focal distance.
Let ∆ be the distance from the left grating to the left lens of focal distance f , and ∆′

the distance from the right grating to the right lens of focal distance f ′, the overall
dispersion is given by:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

= −
ω`
c

(
dα
dΩ

∣∣∣∣∣
ω`

)2 (
∆+ M2∆′

)
(2.106)

where a magnification factor M = f ′/ f has been introduced. Indeed, the angu-
lar dispersion of G1 is magnified by M to M(dα/dΩ). For the second grating to
produce a parallel output beam its dispersion must be M times larger than that of
G1.
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Figure 2.30: Most general configuration of grating-lens combination.

Matrix tools have been developed to compute the propagation of Gaussian be-
ams through a system of gratings. The matrices used are 3 × 3, an extension of
the conventional ABCD matrices for Gaussian beams, with an additional column
containing two additional terms to account for angular dispersion. Details can be
found in references [44, 45, 46].

In summary, the use of telescopes in connection with grating or prism pairs
allows us to increase or decrease the amount of GVD as well as to change the sign
of the GVD. Interesting applications of such devices include the recompression of
pulses after very long optical fibers [41] and extreme pulse broadening (> 1000)
before amplification [42]. A more detailed discussion of this type of dispersers,
including the effects of finite beam size, can be found in [33].
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Figure 2.31: Interaction of a Gaussian beam with a disperser.

2.6 Wave-optical description of angular dispersion!angular

dispersive elements

Because our previous discussion of pulse propagation through prisms, gratings,
and other elements was based on ray-optical considerations, it failed to give details
about the influence of a finite beam size. These effects can be included by a wave-
optical description which is also expected to provide new insights into the spectral,
temporal, and spatial field distribution behind the optical elements. We will follow
the procedure developed by Martinez [33], and use the characteristics of Gaussian
beam propagation, i.e., remain in the frame of paraxial optics.

First, let us analyze the effect of a single element with angular dispersion as
sketched in Fig. 2.31. The electric field at the disperser can be described by a com-
plex amplitude Ũ(x,y,z, t) varying slowly with respect to the spatial and temporal
coordinate:

E(x,y,z, t) =
1
2

Ũ(x,y,z, t)ei(ω`t−k`z) + c.c. (2.107)

Using Eq. (??) the amplitude at the disperser can be written as

Ũ(x,y, t) = Ẽ0(t)exp
[
−

ik`
2q̃(d)

(x2 + y2)
]

= Ũ(x, t)exp
[
−ik`y2

2q̃(d)

]
(2.108)

where q̃ is the complex beam parameter, d is the distance between beam waist
and disperser, and Ẽ0 is the amplitude at the disperser. Our convention shall be
that x and y refer to coordinates transverse to the respective propagation direction
z. Further, we assume the disperser to act only on the field distribution in the x
direction, so that the field variation with respect to y is the same as for free space
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propagation of a Gaussian beam. Hence, propagation along a distance z changes the
last term in Eq. (2.108) simply through a change of the complex beam parameter
q̃. According to Eq. (??) this change is given by

q̃(d + z) = q̃(d) + z. (2.109)

To discuss the variation of Ũ(x, t) it is convenient to transfer to frequencies Ω̄ and
spatial frequencies ρ applying the corresponding Fourier transforms

Ũ(x,Ω̄) =

∫ ∞

−∞

Ũ(x, t)e−iΩ̄tdt (2.110)

and

Ũ(ρ,Ω̄) =

∫ ∞

−∞

Ũ(x,Ω̄)e−iρxdx. (2.111)

A certain spatial frequency spectrum of the incident beam means that it contains
components having different angles of incidence. Note that Ω̄ is the variable des-
cribing the spectrum of the envelope (centered at Ω̄ = 0), while Ω = Ω̄ +ω` is the
actual frequency of the field. In terms of Fig. 2.31 this is equivalent to a certain
angular distribution ∆γ. The spatial frequency ρ is related to ∆γ through

∆γ =
ρ

k`
. (2.112)

For a plane wave, Ũ(ρ,Ω̄) exhibits only one non-zero spatial frequency component
which is at ρ = 0. The disperser not only changes the propagation direction (γ0→

θ0) but also introduces a new angular distribution ∆θ of beam components which
is a function of the angle of incidence γ and the frequency Ω̄

∆θ = ∆θ(γ,Ω)

=
∂θ

∂γ

∣∣∣∣∣
γ0

∆γ+
∂θ

∂Ω

∣∣∣∣∣
ω`

Ω̄

= α∆γ+βΩ̄. (2.113)

The quantities α and β are characteristics of the disperser and can easily be determi-
ned, for example, from the prism and grating equations.11 By means of Eq. (2.112)
the change of the angular distribution ∆γ→ ∆θ can also be interpreted as a trans-
formation of spatial frequencies ρ into spatial frequencies ρ′ = ∆θk` where

ρ′ = αk`∆γ+ k`βΩ̄ = αρ+ k`βΩ̄. (2.114)
11For a Brewster prism adjusted for minimum deviation we find α = 1 and β = −(λ2/πc)(dn/dλ).

The corresponding relations for a grating used in diffraction order m are α = cosγ0/cosθ0 and β =

−mλ2/(2πcd cosθ0).



126 CHAPTER 2. FEMTOSECOND OPTICS

Just behind the disperser we have an amplitude spectrum ŨT (ρ′,Ω̄) given by

ŨT (ρ′,Ω̄) = C1Ũ
(

1
α
ρ′−

k`
α
βΩ̄,Ω̄

)
(2.115)

where C1 and further constants Ci to be introduced are factors necessary for energy
conservation that shall not be specified explicitly. In spatial coordinates the field
distribution reads

ŨT (x,Ω̄) =

∫ ∞

−∞

ŨT (ρ′,Ω̄)eiρ′xdρ′

= C1

∫ ∞

−∞

Ũ
(

1
α
ρ′−

k`
α
βΩ̄, Ω̄

)
eiρ′xdρ′

= C1

∫ ∞

−∞

Ũ(ρ,Ω̄)eiαρxeik`βΩ̄xd(αρ)

= C2eik`βΩ̄xŨ(αx,Ω̄). (2.116)

The disperser introduces a phase factor exp
(
ik`βΩ̄x

)
and a magnification factor α.

For the overall field distribution we obtain with Eqs. (2.108), (2.109), and (2.116)

ŨT (x,y,Ω̄) = C3Ẽ0(Ω̄)eik`βΩ̄x exp
[
−

ik`
2q̃(d)

(
α2x2 + y2

)]
. (2.117)

The field a certain distance L away from the disperser is connected to the field
distribution Eq. (2.117) through a Fresnel transformation which describes the free
space propagation. Thus, it can be written as

ŨT (x,y,L,Ω̄) = C4 exp
[
−ik`y2

2q̃(d + L)

]∫
Ẽ0(Ω̄)eik`βΩ̄x′

× exp
[
−i

k`
2q̃(d)

α2x′2
]
exp

[
−

iπ
Lλ

(x− x′)2
]
dx′. (2.118)

Solving this integral yields an analytical expression for the spectral amplitude

ŨT (x,y,L,Ω̄) = C5Ẽ0(Ω̄)exp
[
−ik`

x2

2L

]
×exp

[
−ik`

y2

2q̃(d + L)

]
exp

{
ik`L

2
q̃(d)

q̃(d +α2L)

[
x2

L2 + 2
βx
L

Ω̄+β2Ω̄2
]}
.

(2.119)

The phase term proportional to Ω̄2 is responsible for GVD according to our discus-
sion in the section on linear elements. As expected from our ray-optical treatment,
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this term increases with increasing distance L and originates from angular disper-
sion β. The term linear in Ω̄ varies with the transverse coordinate x. It describes a
frequency variation across the beam and accounts for different propagation directi-
ons of different spectral components. We know that exponentials proportional to
b1Ω̄ result in a pulse delay, as discussed previously following Eq. (1.181). Since
b1 ∝ x the pulse delay changes across the beam — a feature which we have called
tilt of pulse fronts. This proves the general connection between angular dispersion
and pulse front tilting introduced earlier in a more intuitive way.

For a collimated input beam and α = 1 we can estimate

q̃(d)
q̃(d +α2L)

≈ 1 (2.120)

and the temporal delay becomes b1 = k`βx. Looking at the beam at a certain instant
the corresponding spatial delay is k`βxc. Thus, we find for the tilt angle α

| tanα| =
∣∣∣∣∣ d
dx

(k`βxc)
∣∣∣∣∣ = ω`

∣∣∣∣∣ dθ
dΩ̄

∣∣∣∣∣
Ω̄=0

∣∣∣∣∣ = λ`

∣∣∣∣∣dθdλ

∣∣∣∣∣
λ`

∣∣∣∣∣∣ (2.121)

which confirms our previous results, cf. Eq. (2.72). With the same approximation
we obtain for the GVD term:

d2Ψ

dΩ̄2
= 2b2 = −k`Lβ2 = −

Lω`
c

(
dθ
dΩ

∣∣∣∣∣
ω`

)2

(2.122)

in agreement with Eq. (2.78).
For compensating the remaining angular dispersion we can use a properly alig-

ned second disperser which has the parameters α′ = 1/α and β′ = β/α. According
to our general relation for the action of a disperser (2.116) the new field distribution
after this second disperser is given by

ŨF = C2eik`
β
α Ω̄xŨT (

x
α
,y,L,Ω̄)

= C6Ẽ0(Ω̄)e
i
2 k`Ω̄2β2L exp

{
−ik`

2

[
(x +αβΩ̄L)2

q̃(d +α2L)
+

y2

q̃(d + L)

]}
,

(2.123)

which again exhibits the characteristics of a Gaussian beam. Hence, to account
for an additional propagation over a distance L′, we just have to add L′ in the
arguments of q̃. As discussed by Martinez [33] α , 1 gives rise to astigmatism
(the position of the beam waist is different for the x and y directions) and only for
a well-collimated input beam does the GVD not depend on the travel distance L′
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after the second disperser. For α = 1 and q(d + L + L′) ≈ q(0) (collimated input
beam) the field distribution becomes

ŨF(x,y,L,Ω̄) = C6Ẽ0(Ω̄)e
i
2 k`β2LΩ̄2

exp

− (x +βΩ̄L)2 + y2

w2
0

 . (2.124)

The first phase function is the expected GVD term. The Ω̄ dependence of the se-
cond exponential indicates the action of a frequency filter. At constant position x,
its influence increases with increasing (βΩ̄L/w0)2, i.e., with the ratio of the late-
ral displacement of a frequency component Ω and the original beam waist. The
physics behind is that after the second disperser, not all frequency components
can interfere over the entire beam cross-section, leading to an effective bandwidth
reduction and thus to pulse broadening. If the experimental situation requires
even this to be compensated, the beam can be sent through an identical second
pair of dispersers (e.g., prisms). Within the approximations introduced above we
just have to replace L by 2L in Eqs. (2.123),(2.124). For a well collimated beam
(βΩ̄L/w0� 1) this results in

ŨF2(x,y,L,Ω̄) = C7Ẽ0(Ω̄)eik`β2LΩ̄2
e−(x2+y2)/w2

0 . (2.125)

In this (ideal) case the only modification introduced by the dispersive element is
the phase factor leaving the beam characteristics unchanged.

It is quite instructive to perform the preceding calculation with a temporally
chirped input pulse as in Eq. (1.41) having a Gaussian spatial as well as temporal
profile [33]:

Ẽ0(t) = E0e−(1+ia)(t/τG)2
e−(x2+y2)/w2

0 . (2.126)

The (temporal) Fourier transform yields

Ẽ0(Ω̄) = C8 exp
(
i
Ω̄2τ̃a

4

)
exp

(
−

Ω̄2τ̃2

4

)
exp

− x2 + y2

w2
0

 (2.127)

with τ̃2 = τ2
G/(1+a2), where according to our discussion following Eq. (1.47) τG/τ̃

is the maximum possible shortening factor after chirp compensation. This pulse is
to travel through an ideal two-prism sequence described by Eq. (2.124) where βL
has to be chosen so as to compensate exactly the quadratic phase term of the input
pulse Eq. (2.127). Under this condition the insertion of Eq. (2.127) into Eq. (2.124)
yields

ŨF(x,y,Ω̄,L) = C9e−Ω̄2τ̃2/4 exp

− (x +βΩ̄L)2 + y2

w2
0

 . (2.128)
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The time dependent amplitude obtained from Eq. (2.128) after inverse Fourier
transform is

Ẽ(t) = C10 exp
(
−t2

τ̃2(1 + u2)

)
exp

 −x2

(1 + u2)w2
0

−
y2

w2
0

exp
[
−iu2xt

(1 + u2)βL

]
, (2.129)

where u = 2βL/(τ̃w0). The last exponential function accounts for a frequency
sweep across the beam which prevents the different frequency components from
interfering completely. As a result, the actual shortening factor is

√
1 + u2 times

smaller than the theoretical one, as can be seen from the first exponential function.
The influence of such a filter can be decreased by using a large beam size. A me-
asure of this frequency filter, i.e., the magnitude of the quantity (1 + u2), can be
derived from the second exponent. Obviously the quantity (1 + u2) is responsible
for a certain ellipticity of the output beam which can be measured.

2.7 Optical matrices optical matrix for dispersive systems

In Chapter 1 we pointed out the similarities between Gaussian beam propaga-
tion and pulse propagation. Even though this fact has been known for many ye-
ars [47, 28], it was only recently that optical matrices have been introduced to des-
cribe pulse propagation through dispersive systems [48, 44, 49, 50, 51] in analogy
to optical ray matrices. The advantage of such an approach is that the propagation
through a sequence of optical elements can be described using matrix algebra. Di-
jaili et al. [50] defined a 2×2 matrix for dispersive elements which relates the com-
plex pulse parameters (cf. Table 1.4) of input and output pulse, p̃ and p̃′, to each
other. Döpel [48] and Martinez [49] used 3× 3 matrices to describe the interplay
between spatial (diffraction) and temporal (dispersion) mechanisms in a variety of
optical elements, such as prisms, gratings and lenses, and in combinations of them.
The advantage of this method is the possibility to analyze complicated optical sys-
tems such as femtosecond laser cavities with respect to their dispersion — a task of
increasing importance, as attempts are being made to propagate ultrashort pulses
near the bandwidth limit through complex optical systems. The analysis is difficult
since the matrix elements contain information pertaining to both the optical system
and of pulse.

One of the most comprehensive approaches to describe ray and pulse charac-
teristics in optical elements by means of matrices is that of Kostenbauder [51]. He
defined 4× 4 matrices which connect the input and output ray and pulse coordi-
nates to each other. As in ray optics, all information about the optical system is
carried in the matrix while the spatial and temporal characteristics of the pulse are
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represented in a ray-pulse vector (x,Θ,∆t,∆ν). Its components are defined by po-
sition x, slope Θ, time t and frequency ν. These coordinates have to be understood
as difference quantities with respect to the coordinates of a reference pulse. The

spatial coordinates are similar to those known from the ordinary
(

A B
C D

)
ray ma-

trices. However, the origin of the coordinate system is defined now by the path of
a diffraction limited reference beam at the average pulse frequency. This reference
pulse has a well-defined arrival time at any reference plane; the coordinate ∆t, for
example, is the difference in arrival time of the pulse under investigation. In terms
of such coordinates and using a 4× 4 matrix, the action of an optical element can
be written as 

x
Θ

∆t
∆ν


out

=


A B 0 E
C D 0 F
G H 1 I
0 0 0 1




x
Θ

∆t
∆ν


in

(2.130)

where A,B,C,D are the components of the ray matrix and the additional elements
are

E =
∂xout

∂∆νin
, F =

∂Θout

∂∆νin
, G =

∂∆tout

∂xin
, H =

∂∆tout

∂Θin
, I =

∂∆tout

∂∆νin
. (2.131)

The physical meaning of these matrix elements is illustrated by a few examples of
elementary elements in Fig. 2.32. The occurrence of the zero-elements can easily
be explained using simple physical arguments, namely (i) the center frequency
must not change in a linear (time invariant) element and (ii) the ray properties must
not depend on tin. It can be shown that only six elements are independent of each
other [51] and therefore three additional relations between the nine nonzero matrix
elements exists. They can be written as

AD−BC = 1

BF −ED = λ`H (2.132)

AF −EC = λ`G.

Using the known ray matrices [52] and Eq. (2.131), the ray-pulse matrices for a
variety of optical systems can be calculated. Let us construct as an example the
matrix for an air-glass interface. The various elements can be calculated directly
from Snell’s law. Let Θin be the angle of incidence, and Θout the angle of refraction.

A system matrix can be constructed as the ordered product of matrices corre-
sponding to the elementary operations (as in the example of the prism constructed
from the product of two interfaces and a propagation in glass). An important fe-
ature of a system of dispersive elements is the frequency dependent optical beam
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matrix

element
function example

x
out

F             angular dispersion Θ
out

G             tilt of pulse front

E             position dispersion

H             delay due to angular disp.

I             delay due to spectrum

c∆t
out

x
in

Θ
in c∆t

out

c∆t
out

∆νin

∆νin

∆νin

matrix

element
function example

x
out

F             angular dispersion Θ
out

G             tilt of pulse front

E             position dispersion

H             delay due to angular disp.

I             delay due to spectrum

c∆t
out

x
in

Θ
in c∆t

out

c∆t
out

∆νin

∆νin

∆νin

Figure 2.32: Illustration of the function performed by the matric elements E, F, G, H,
and I. The path of the reference beam at the central wavelength is represented by the
solid line, while the dotted line indicates the displaced path caused by Θin, xin or ∆νin. A
dispersive prism introduces a transverse wavelength dependent displacement of the beam,
xout. To a change in optical frequency ∆νin from the central frequency ν` corresponds
an angular deviation Θout at a dispersive interface. At the same dispersive interface, to a
transverse displacement xin left of the interface corresponds an energy front tilt ∆tout = Gxin
right of the interface. There is also a contribution to the energy front tilt associated with the
angular dispersion, which is ∆tout = HΘin. Finally, on axis of a lens which has chromatic
aberration, the displaced wavelength suffers a delay ∆tout = I∆νin.

path P, and the corresponding phase delay Ψ. This information is sufficient for ge-
ometries that do not introduce a change in the beam parameters. Examples which
have been discussed in this respect are four-prism and four-grating sequences illu-
minated by a well-collimated beam.

As shown in Ref. [51], Ψ can be expressed in terms of the coordinates of the
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Lens or Mirror (ML) Brewster Prism (MBP)
1 0 0 0
−1/ f 1 0 0

0 0 1 0
0 0 0 1




1 Lg/n3 0 −
S Lg

n3

0 1 0 −2S

− 2S
λ`
−

LgS
n3λ`

1 LgS 2

n3λ`
+ 2πLgk′′`

0 0 0 1


f — focal length S = 2π ∂n

∂Ω

∣∣∣
ω`

, Lg — mean glass path

Dispersive Slab (MDS ) Grating (MG)


1 L/n 0 0
0 1 0 0
0 0 1 2πLk′′`
0 0 0 1



−

cosβ′

cosβ 0 0 0

0 −
cosβ
cosβ′ 0 c(sinβ′−sinβ)

λ` sinβ′
sinβ−sinβ′

csinβ 0 1 0
0 0 0 1


k′′` = d2k

dΩ2

∣∣∣∣
ω`

, Lg – thickness of

slab

β – angle of incidence, β′ – diffraction angle

Table 2.3: Examples of Ray-Pulse Matrices

system matrix as

Ψ =
π∆ν2

B
(EH−BI)−

π

Bλ`
Q(∆ν) (2.133)

where

Q(∆ν) =
(

xin xout
) ( A −1
−1 D

)(
xin

xout

)
+ 2

(
E λ0H

) ( xin

xout

)
(2.134)

and xin, xout are the position coordinates of the input and output vectors, respecti-
vely. The argument ∆ν of Q and Ψ is the cyclic frequency coordinate relative
to the pulse central frequency ∆ν = (Ω−ω`)/2π. The calculations according to
Eq. (2.133) have to be repeated for a set of frequencies to obtain Ψ(ν). From Ψ(ν)
we can then determine chirp and temporal behavior of the output pulses using the
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relation (1.177) for linear elements without losses. For pulses incident on-axis
(xin = 0), Eq. (2.134) yields for the phase response

ΨM(∆ν) =
1

4πB

[(
EH−BI−

1
λ`

DE2
)
∆ν2−4πEH∆ν

]
, (2.135)

where the index M is to express the derivation of the phase response from the
ray-pulse matrix. Information about the temporal broadening can also be gained
directly from the matrix element I since ∆tout = ∆tin + ∆νI. Wave packets centered
at different frequencies need different times to travel from the input to the exit plane
which gives an approximate broadening of I∆ν for a bandwidth limited input pulse
with a spectral width ∆ω` = 2π∆ν`. For on-axis propagation (xin = xout = 0) we
find Q(∆ν) = 0 and the dispersion is given by the first term in Eq. (2.133). For a
dispersive slab, for example, we find from Table 2.3:

ΨM =
1
2

Lgk′′` (Ω−ω`)2 (2.136)

which agrees with Eq. (1.184) and the accompanying discussion.
As another example let us discuss the action of a Brewster prism at minimum

deviation and analyze the ray-pulse at a distance La behind it. The system matrix
is the product of (MBP) and (MDS ) for free space, which is given by

1 B+ La 0 E + FLa

0 1 0 F
G H 1 I
0 0 0 1

 . (2.137)

For the sake of simplicity the elements of the prism matrix have been noted A,B,. . . ,H.
For the new position and time coordinate we obtain

xout = xin + (B+ La)Θin + (E + FLa)∆ν (2.138)

and
∆tout = Gxin + HΘin +∆tin + I∆ν. (2.139)

Let us next verify the tilt of the pulse fronts derived earlier. The pulse front tilt can
be understood as an arrival time difference ∆tout which depends on the transverse
beam coordinate xout. The corresponding tilt angle α′ is then

tanα′ =
∂(c∆tout)
∂xout

= c
∂∆tout

∂xin

∂xin

∂xout
= cG. (2.140)
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After we insert G for the Brewster prism, the tilt angle becomes (cf. Table 2.3):

tanα′ = −2ω`
∂n
∂Ω

∣∣∣∣∣
ω`

= 2λ`
∂n
∂λ

∣∣∣∣∣
λ`

. (2.141)

This result is equivalent to Eq. (2.71) if we use a/b = 2, which is valid for Brewster
prisms. The different signs result from the direction of the x-axis chosen here.

As a final example we want to apply the matrix formalism to discuss the field
distribution behind a two-prism sequence used for pulse compression, such as the
one sketched in Fig. 2.25. We assume that one prism is traversed at the apex while
the second is responsible for a mean glass path Lg. The corresponding system
matrix is obtained by multiplying matrix (2.137) from the left with the transposed12

matrix of a Brewster prism. The result is
1 Lg

n3 + La 0 −S
[ Lg

n3 + 2La
]

0 1 0 0
0 S

λ`

[ Lg

n3 + 2La
]

1 − S 2

λ`

[ Lg

n3 + 4Lg
]
−2πk′′` Lg

0 0 0 1

 . (2.142)

To get a simplified expression, we make the assumption that Lg� La, which allows
us to neglect terms linear in Lg in favor of those linear in La, whenever they appear
in a summation. For the second derivative of the phase response (2.135) we find

Ψ′′(ω`) = Lgk′′` −
8π
λ`

La

(
dn
dΩ

∣∣∣∣∣
ω`

)2

(2.143)

which is consistent with the exact solution Eq. (B.18), within the approximation of
Lg� La, implying negligible angular dispersion inside the prisms.

It is well known that ray matrices can be used to describe Gaussian beam pro-
pagation, e.g., [52]. The beam parameter of the output beam is connected to the
input parameter by

q̃out =
Aq̃in + B
Cq̃in + D

. (2.144)

Kostenbauder [51] showed that, in a similar manner, the ray-pulse matrices contain
all information which is necessary to trace a generalized Gaussian beam through
the optical system. Using a 2×2 complex “beam” matrix (Q̃in), the amplitude of a
generalized Gaussian beam is of the form

exp
[
−

iπ
λ`

(
xin xout

) (
Q̃in

)−1
(
xin

tin

)]
(2.145)

12Note that the second prism has an orientation opposite to the first one.
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which explicitly varies as

exp
[
−

iπ
λ`

(
Q̃r

xxx2
in + 2Q̃r

xt xintin− Q̃r
ttt

2
in

)]
× exp

[
π

λ`

(
Q̃i

xxx2
in + 2Q̃i

xt xintin− Q̃i
ttt

2
in

)]
, (2.146)

where Q̃r
i j, Q̃i

i j are the real and imaginary coordinates of the matrix (Q̃in)−1 and
Q̃xt = −Q̃tx. The first factor in Eq.(2.146) expresses the phase behavior and ac-
counts for the wave front curvature and chirp. The second term describes the spatial
and temporal beam (pulse) profile. Note that unless Q̃r,i

xt = 0 the diagonal elements
of (Q̃in) do not give directly such quantities as pulse duration, beam width, chirp
parameter, and wave front curvature. One can show that the field at the output of an
optical system is again a generalized Gaussian beam where in analogy to (2.144)
the generalized beam parameter (Q̃out) can be written as

(
Q̃out

)
=

(
A 0
G 1

) (
Q̃in

)
+

(
B E/λ`
H I/λ`

)
(

C 0
0 0

) (
Q̃in

)
+

(
D F/λ`
0 1

) . (2.147)

The evaluation of such matrix equations is quite complex since it generally gi-
ves rather large expressions. However, the use of advanced algebraic formula-
manipulation computer codes makes this approach practicable.

2.8 Numerical approaches

The analytical and quasi-analytical methods to trace pulses give much physical in-
sight but fail if the optical systems become too demanding and/or many dispersion
orders have to be considered.

There are commercial wave and ray tracing programs available that allow one
to calculate not only the geometrical path through the system but also the associated
phase. Thus complete information on the complex field distribution (amplitude and
phase) in any desired plane is retrievable.

Problems

1. Dispersion affects the bandwidth of wave-plates. Calculate the maximum
pulse duration for which a 10th order quarter wave plate can be made of
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crystalline quartz, at 266 nm, using the parameters given with Eq. (2.2). We
require that the quarter-wave condition still be met with 5% accuracy at ±
(1/τp) of the central frequency. What is the thickness of the wave-plate?

2. We consider here a Fabry-Perot cavity containing a gain medium. To sim-
plify, we assume the gain to be linear and uniform in the frequency range
around a Fabry-Perot resonance of interest. Consider this system to be irra-
diated by a tunable probe laser of frequency νp.

a Find an expression for the transmission and reflection of this Fabry-
Perot with gain as a function of the frequency of the probe laser.

b Find the gain for which the expression for the transmission tends to
infinity. What does it mean?

c Describe how the gain modifies the transmission function of the Fabry-
Perot (linewidth, peak transmission, peak reflection). Sketch the trans-
mission versus frequency for low and high gain.

d With the probe optical frequency tuned to the frequency for which the
empty (no gain) Fabry-Perot has a transmission of 50%, find its trans-
mission factor for the value of the gain corresponding to lasing thres-
hold.

3. Calculate the transmission of pulse propagating through a Fabry-Perot inter-
ferometer. The electric field of the pulse is given by E(t) = E(t)eiω`t, where
E(t) = exp(−|t|/τ) and τ = 10 ns. The Fabry Perot cavity is 1 mm long, fil-
led with a material of index n0 = 1.5, and both mirrors have a reflectance
of 99.9%. The wavelength is 1 µm. What is the transmission linewidth
(FWHM) of this Fabry-Perot? Find analytically the shape (and duration) of
the pulse transmitted by this Fabry Perot, assuming exact resonance.

4. Consider the same Fabry-Perot as in the previous problem, on which a Gaus-
sian pulse (plane wave) is incident. The frequency of the Gaussian pulse is
0.1 ns−1 below resonance. Calculate (numerically) the shape of the pulse
transmitted by this Fabry Perot, for various values of the pulse chirp a. The
pulse envelope is:

Ẽ(t) = e−(1+ia)( t
τG

)2
.

Is there a value of a for which the pulse transmitted has a minimum duration?

5. Consider the Gires–Tournois interferometer. (a) As explained in the text, the
reflectivity is R = constant = 1, while the phase shows a strong variation with
frequency. Does this violate the Kramers–Kronig relation? Explain your
answer. (b) Derive the transfer function (2.32).
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6. Derive an expression for the space-time intensity distribution of a pulse in
the focal plane of a chromatic lens of focal length f (λ). To obtain an analyti-
cal formula make the following assumptions. The input pulse is bandwidth-
limited and exhibits a Gaussian temporal and transverse spatial profile. The
lens has an infinitely large aperture and the GVD can be neglected. [Hint:
You can apply Gaussian beam analysis for each spectral component to obtain
the corresponding field in the focal plane. Summation over spectral contribu-
tions (Fourier back-transform) gives then the space-time field distribution.]

7. Calculate the third order dispersion for a pair of isosceles prisms, not neces-
sarily used at the minimum deviation angle, using the procedure that led to
Eq. (B.18). Compare with Eq. (2.91).

8. Calculate the optimum pair of prisms to be inserted into the cavity of a
femtosecond pulse laser at 620 nm. The criterium is that the prism pair
should provide a 20% GVD tunability around −800 fs2, and the next higher-
order dispersion should be as small as possible. With the help of Table 2.1
choose a suitable prism material, calculate the apex angle of the prisms for
the Brewster condition at symmetric beam path, and determine the prism se-
paration. If needed, assume a beam diameter of 2 mm to estimate a minimum
possible glass path through the prisms.

9. Derive the ray-pulse matrix (2.142) for a pair of Brewster prisms. Verify the
second-order dispersion given in relation (B.18), without the assumption of
Lg� La.

10. Derive the delay and aberration parameter of a spherical mirror as given in
Eqs. (2.56) and (2.57). Explain physically what happens if a parallel input
beam impinges on the mirror with a certain angle α.

11. A parallel beam with plane pulse fronts impinges on a circular aperture with
radius R centered on the optic axis. The pulse is unchirped and Gaussian.
Estimate the frequency shift that the diffracted pulse experiences if measured
with a detector placed on the optic axis. Give a physical explanation of this
shift. Make a numerical estimate for a 100 fs and a 10 fs pulse. Can this
effect be used to obtain ultrashort pulses in new spectral regions by placing
diffracting apertures in series? [Hint: you can start with Eq. (2.51) and take
out the lens terms. For mathematical ease you can let R→∞).] Note that a
frequency shift (of the same origin) occurs when the on-axis pulse spectrum
of a Gaussian beam is monitored along its propagation path.
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L = 20 cm

R = 60 cm

EO

P

Figure 2.33: Ring resonator. Consider the electro-optic switch (EO, Pockel’s cell) and
the polarizing beam splitter only for part (d). The polarization of the beam circulating in
the cavity gets rotated from the plane of the ring into the orthogonal direction when an
electrical pulse is applied to the Pockel’s cell, and extracted from the cavity by a polarizing
beam splitter. The risetime of the electrical pulse is short compared to the cavity round-trip
time.

12. Consider the 3-mirror ring resonator sketched in Fig. 2.33. Two of the
mirrors are flat and 100% reflecting, while one mirror of field reflectivity
r = 0.9999% and 60 cm curvature, serves as input and output of this resona-
tor. We are operating at a wavelength of 800 nm. The perimeter of the ring
is 60 cm. A beam with a train of pulses, of average incident power of P0 = 1
mW is sent, properly aligned, into the input path of this resonator.

a Calculate the size and location of the beam waist w0 of the fundamental
mode of this resonator, and the size of the beam (w) at the output mirror.
Explain why the output power P2 does not depend on the wavelength.

b Derive an expression for the field inside the resonator Ei as a function
of the input field E0.

c Consider this passive cavity being irradiated from the outside by a train
of femtosecond pulses, for its use as a photon storage ring. Show that
two conditions need to be fulfilled for this cavity to be exactly resonant,
which may not always be simultaneously met.

d Let us assume next that the train of pulses, with a wavelength near
800 nm, corresponds to exactly a “resonance” of this resonator, both
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in frequency and repetition rate. A fast electro-optic switch is included
in the ring, such that it directs the electromagnetic wave out of the
resonator for a round-trip time of the cavity, every N round-trip times
(cavity dumping). The switch opens in a time short compared to the
round-trip time. Explain how this device can be used to create short
output pulses with a larger single-pulse energy than the incident pulses.
What energy could be obtained in the case of (i) N = 100 and (ii) N =

5000.
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Appendix B

Prism pair dispersion

In order to compensate the angular dispersion, the two prisms are put in opposition,
in such a way that, to any face of one prism corresponds a parallel face of the other
prism (Fig. 2.25).

We consider in this section a prism sequence that controls GVD, but avoids the
beam divergence and energy front tilt introduced by angular dispersion.

The optical path ABB′A′D at a frequency Ω is represented by the solid line in
Fig. 2.25, while the path for a ray upshifted by dΩ is represented by the dashed
line. The successive angles of incidence/refraction are θ0 and θ1 at point A), θ2 and
θ3 at point B, θ4 and θ5 at point B′, and finally θ6 and θ7 at point A′. The two prisms
are identical, with equal apex angle α and with pairs of faces oriented parallel as
shown in Fig. 2.25. At any wavelength or frequency Ω:

• θ3 = θ4

• θ2 = θ5

• θ1 = θ6

• θ0 = θ7

• θ1 + θ2 = α

• dθ1/dΩ = −dθ2/dΩ.

If the prisms are used at minimum deviation at the central wavelength, θ0 = θ3 =

θ4 = θ7. If, in addition to being used at minimum deviation, the prisms are cut for
Brewster incidence, the apex angles of both prisms are α= π−2θ0 = π−2arctan(n).

The challenge is to find the frequency dependence of the optical path ABB′A′D.
The initial (geometrical) conditions are defined by

329
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• The distance a = OA from the point of impact of the beam to the apex O of
the first prisms. For convenience, we will use in the calculations the distance
OH = h = OAcosα = acosα,

• the separation s between the parallel faces of the prisms,

• the distance t between the apex O and O′, measured along the exit face of
the first prism, cf. Fig. 2.25.

The changes in path length due to dispersion can be understood from a glance
at the figure, comparing the optical paths at Ω (solid line) and Ω+dΩ (dashed line).
The contributions that increase the path length are:

1. positive dispersion because of propagation through the prism material of po-
sitive dispersion (AB and B′A′)

2. positive dispersion because of the increased path length BB′ in air (increment
S B′′′ in Fig. B.2)

3. positive dispersion because of the increased path length A′D in air (pro-
jection of A′A′′′ along the beam propagation direction).

The contributions that decrease the path length (negative dispersion) of the fre-
quency upshifted beam can best be understood with Fig. B.1 and Fig. B.2. Fig B.1
shows the configurations of the beams if the two prisms were brought together,
i.e. BB′ = 0. Fig. B.2 shows an expanded view of the second prism. The negative
dispersion contributions emanate from:

1. The shortened path length in glass because of the angular dispersion (AA′′

versus AA′ in Fig. B.1),

2. the shorter path length in the second prism due to the deflection of the beam
by the first one (path difference B′′T in Fig. B.2).

Path through glass The total path in glass is Lg = AB+B′A′ where AB = asinα/cosθ2
and B′A′ = O′B′ sinα/cos(α− θ2) = O′B′ sinα/cosθ1, with:

O′B′ = t− s tanθ3−a(cosα+ sinα tanθ2). (B.1)

We thus have for the total transmitted path in glass:

Lg = AB+ B′A′ =
asinα
cosθ2

+ [t− s tanθ3−a(cosα+ sinα tanθ2)]
sinα
cosθ1

= (t− s tanθ3)
sinα
cosθ1

. (B.2)
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Figure B.1: Beam passage through the two prisms, when the distance BB′ (in Fig. 2.25)
has been reduced to zero. The distance between the apexes O and O′ has been reduced to
OO′′′ = t− BB′ sinθ3 (referring to Fig. 2.25). The distance between parallel faces is then
g = OO′′′ sinα = (t−BB′ sinθ3) sinα.

As expected, the total path through glass is independent of the starting position
defined by a. If the two prisms are brought together as in Fig. B.1, they act as a slab
of glass with parallel faces, of thickness g = Lg cosθ1. There are three contributions
to the optical path change from Fig. B.1: one due to the change in index, a second
due to the change in angle, and a third because the path length Lg is frequency
dependent. Taking the derivative of ΩnLg/c with Lg defined by Eq. (B.2):

d(kLg)
dΩ

=
d

dΩ

(
nΩLg

c

)
=

Lg

c

(
n +Ω

dn
dΩ

)
+

(
nΩLg

c
tanθ1

)
dθ1

dΩ

−

(
nΩs

ccos2 θ3

)
sinα
cosθ1

dθ3

dΩ
(B.3)

The first term can be attributed solely to material dispersion. The next term is
the change in length in glass due to the angular dispersion dθ1/dΩ, and the last
expresses the reduction in path length in the second prism due to the propagation of
the angularly dispersed beam in air. The expression above only partly accounts for
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Figure B.2: Details of the beam passage through the second prism.

the energy tilt associated with the angular dispersion dθ3/dΩ. Another contribution
arises from the path through air to a reference plane.

Path through air between and after the prisms We have here to account for
the contributions of the pathlengths BB′ and A′D to the group delay:

d
dΩ

(
Ω

c
BB′

)
=

Ω

c
dBB′

dΩ
+

BB′

c
. (B.4)

For the path BB′ = s/cosθ3, there is only a change in length equal to S B′′′, which
can be obtained by either differentiating s/cosθ3, or simply from geometrical con-
siderations using Fig. 2.25 (S B′′′ = S B′′ tanθ3 = BB′ tanθ3dθ3):

dBB′

dΩ
=

s
cosθ3

tanθ3
dθ3

dΩ
. (B.5)

The path in air after the second prism can be expressed as:

A′D = u−O′A′ sinθ0. (B.6)

Because u is not a function of Ω, the contribution to the group delay is:

1
c

d
(
ΩA′D

)
dΩ

= −
sinθ0

c
d

dΩ
(ΩO′A′). (B.7)
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For O′A′ we find:

O′A′ = O′H′+ H′A′ = O′B′ [cosα+ sinα tan(α− θ2)]

= [t− s tanθ3−a(cosα+ sinα tanθ2)] [cosα+ sinα tan(α− θ2)]

=

[
t− s tanθ3−a

cosθ1

cosθ2

]
[cosα+ sinα tan(α− θ2)]

= [t− s tanθ3] [cosα+ sinα tanθ1]−a, (B.8)

where we have used cosα+sinα tanθ2 = cos(α− θ2)cosθ2. The contribution of A′D
to the group delay is:

−
sinθ0

c
d(ΩO′A′)

dΩ
=

O′A′ sinθ0

c
−

Ωssinθ0

ccos2 θ3
[cosα+ sinα tanθ1]

dθ3

dΩ

+
Ωsinθ0

c
[t− s tanθ3]

sinα
cos2 θ1

dθ1

dΩ

= −
A′D

c
−

nΩs
ccos2 θ3

[
cosαsinθ1 + sinα

sin2 θ1

cosθ1

]
dθ3

dΩ

+
nΩ

c
[t− s tanθ3]

sinαsinθ1

cos2 θ1

dθ1

dΩ
. (B.9)

In the last equation we used the fact that u is an arbitrary constant, for example
zero, so that A′D = −O′A′ sinθ0.

Total path in glass and air After adding all contributions to the total phase

Ψ =
Ω

c

(
nLg + BB′+ A′D

)
,
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we obtain for the group delay using Eqs. (B.3),(B.4) and (B.5), and (B.7) and (B.9):

dΨ
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=

d
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c
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d
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c
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d
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,

(B.10)

where we have defined the optical path length OPL(ABB′A′D) = nLg +(BB′+A′D).
The factor preceding dθ3/dΩ cancels, since:

cosαsinθ1− sinαcosθ1 +
sinθ3

n
= cos(θ1 + θ2) sinθ1− sin(θ1 + θ2)cosθ1 + sinθ2

= 0.

The complete expression for the group delay through the pair of prism reduces to:

dΨ

dΩ
=

OPL(ABB′A′D)
c

+
LgΩ

c
dn
dΩ

(B.11)

The first terms in the last equation represents the travel delay at the phase velocity:

OPL(ABB′A′D)
c

=
Lgn
c

+
s

ccosθ3
+

A′D
c

(B.12)

The second part of Eq. (B.11) is the carrier to envelope delay caused by the pair of
prisms1:

τCE(Ω) =
Ω

c
d

dΩ
OPL(ABB′A′D) =

LgΩ

c
dn
dΩ

. (B.13)

1We are assuming that the prisms are in vacuum, i.e. the contribution to the dispersion from air
is neglected.
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The second derivative of the phase, obtained by taking the derivative of Eq. (B.11),
is:

d2Ψ

dΩ2

∣∣∣∣∣∣
ω`

= Lg

2 dn
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−
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dn
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ssinα
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+
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c

dn
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ω`

(
Lg tanθ1
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ω`

)
. (B.14)

The derivatives with respect to Ω are related. By differentiating Snell’s law for the
first interface:

dθ1 = −
tanθ1

n
dn = −dθ2. (B.15)

For the second interface, taking the previous relation into account, we find:

cosθ3dθ3 = ncosθ2dθ2 + sinθ2dn = ncosθ2

( tanθ1

n
+ sinθ2

)
dn

= (cosθ2 tanθ1 + sinθ2)dn =
sinα
cosθ1

dn, (B.16)

or:
dθ3 =

sinα
cosθ1 cosθ3

dn. (B.17)

Therefore, the second order dispersion Eq. (B.14) reduces to an easily interpretable
form:
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“q” complex parameter, 54
‘p” complex parameter, 54

ABCS matrices in time, 53
aberration

chromatic, 91
spherical, 97

absorption coefficient, 170
amplification coefficient, 170
amplitude response, 42
angular dispersion, 106
approximation

paraxial, 46
slowly varying envelope, 27, 213

Area theorem, 274
area theorem, 274
autocorrelation, 98
average frequency, 9

beam parameter, 52
beam propagation, 131
beam waist, 52
Bloch equations, 167, 277
Bogo0liubov transformation, 262
Bogoliubov transformation, 255, 280
broadening

homogeneous, 169, 273
inhomogeneous, 274

carrier frequency, 5
carrier to envelope phase, 6, 30
chirp, 21

chirp amplification, 209
chirped, 9
chirped mirrors, 88
Combs

Squeezing, 262
confocal parameter, 52
correlation function, 73
correlator, 99
counterpropagating, 217
critical power, 222, 223
cross-correlation, 98

Diabolic point, 245
dielectric constant, 24, 38
dielectric multilayers, 78
diffraction, 56
diffraction integral, 94
dipole moment, 166
dispersion, 32, 33, 56, 266

angular, 101
angular, 108
fused silica, 70
glass, 69
harmonic oscillator, 41
mirror, 87
nonlinear crystals, 69
quartz, 70
ZnS, 70

dispersion length, 35
dispersion relation, 25
duration-bandwidth product, 12, 14

eigenvalues, 243
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eigenvectors, 243
electric field

pseudo-, 168
envelope, 6

slowly varying, 26
Exceptional point, 245
extraordinary wave, 191

Fabry–Perot interferometer, 81
Fabry-Perot, 82
Fourier spectrometer, 74
Fraunhofer approximation, 48
frequency shift, 40
Frequency shifts, 277
frequency vs. wavelength derivatives,

33
Fresnel approximation, 46, 47
Fresnel equation, 46

gain
linear, 38

gain coefficient, 170
Gaussian beam, 51, 56, 92, 126
Gaussian beams, 52
Gaussian beams, Gaussian pulses, 51
Gaussian pulse, 12, 14, 34, 56, 214
Gaussian Pulses, 54
Gaussian pulses, 54
Geometric Optics, 49
Gires–Tournois interferometer, 84
Grating compressors, 121
gratings:group velocity dispersion (GVD),

120
group velocity, 26, 30, 74, 91, 102, 120
group velocity dispersion, 34, 38
group velocity dispersion (GVD), 27, 93
GVD dispersion

grating, 119
gyroscope, 246

harmonic oscillator, 40

Heisenberg uncertainty, 239
Hermitian, 242

idler pulse, 207
incoherent radiation, 70, 75
index of refraction, 69, 266
Intracavity phase interferometry

Noise limit, 288
inversion, 167

Kerr effect, 279
Quantum, 279

lens, 91–99
achromatic doublet, 98

linewidth, 166
loss

linear, 38

Machzehnder interferometer, 259
matrix

ray, 131
ray-pulse, 132

Mean square deviation, 18
Michelson, 78
Michelson interferometer, 72–80, 98, 240,

259
active, 240

Mirror
dispersion, 78

mirror
focusing, 100

n2, 211
Noise, 286
nonlinear refractive index, 211
Nonlinear Schödinger equartion

1 dimensional, 267
Nonlinear Schrödinger equation

Quantum, 281

OPA
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Classical, 260
Degenerate, 261, 262
Quantum, 262

ordinary wave, 191

parametric interaction, 207
parametric oscillator, 210
paraxial approximation, 46
phase matching, 192, 208
phase modulation, 44, 62

cross, 215
nonlinear, 210

phase response, 42
phase velocity, 28, 91, 102
photon flux, 11
polarization, 23, 186

linear, 23
nonlinear, 23, 212
pseudo, 166

prism, 102–119
PSD, 286
PT-symmetry, 243–245
pulse

2π, 275
Pulse ”inclination”, 53
pulse broadening, 21, 35
pulse duration, 13
pulse energy, 10
Pulse Fourier Transform, 48
pulse front tilt, 203
pulse intensity, 10
pulse power, 10
pulse propagation, 58, 131
pulse shape, 80

Quantum solitons, 279

Rabi frequency, 167
rate equations, 169
Rayleigh range, 52
reduced wave equation, 23, 24, 27

relaxation time
phase, 167

response
noninstantaneous, 186

response time, 73
retarded frame, 27, 28

saturation, 169
saturation energy, 170
Schödinger equation, 241
Schrödinger

nonlinear, 225
Schrödinger equation, 27
second harmonic generation, 201
second harmonic generation (SHG), 190

type I, 191
self-focusing, 212
Self-induced transparency, 272, 275
self-induced transparency, 275
self-phase modulation, 212
self-steepening, 215
self-trapping, 223
Sellmeier equation, 69
Shot noise, 260, 263, 287
signal pulse, 207
Soliton

1st order, 269
Quantum, 279
Space, 225
Squeezing, 285
Stability, 271
Time, 226

Solitons
Time, 265

spatial frequency, 127
spectral amplitude, 5
spectral broadening, 22
Speed of light, 266
Steady-state, 170
susceptibility, 186
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second-order, 187
synchronous pumping, 208

telescope, 122
time-bandwidth product, 19
transfer function, 42, 76
trapping, 226
Two π pulse, 272
two-level system, 166, 277

uncertainty
energy-time, 239
momentum-space, 239

uncertainty relation, 19

walk-off, 193
wave equation, 23, 59
Wave velocity, 266
white light, 70
white light continuum, 219
Wigner distribution, 15, 239


